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#### Abstract

The preconditioned conjugate gradient (PCG) method is an effective means for solving systems of linear equations where the coefficient matrix is symmetric and positive definite. The incomplete $L D L^{t}$ factorizations are a widely used class of preconditionings, including the SSOR, Dupont-KendallRachford, generalized SSOR, ICCG(0), and MICCG(0) preconditionings. The efficient implementation of PCG with a preconditioning from this class is discussed.
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1. Introduction. Consider the system of $N$ linear equations

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where the coefficient matrix $\boldsymbol{A}$ is symmetric and positive definite. When $\boldsymbol{A}$ is large and sparse, the preconditioned conjugate gradient (PCG) method is an effective means for solving (1) [2], [4], [5], [9], [13]. Given an initial guess $x_{0}$, we generate a sequence $\left\{x_{k}\right\}$ of approximations to the solution $x$ as follows:

$$
\begin{equation*}
r_{0}=b-A x_{0} \tag{2a}
\end{equation*}
$$

(2b) Solve $M r_{0}^{\prime}=r_{0}$ and set $p_{0}=r_{0}^{\prime}$

## FOR $k=0$ STEP 1 UNTIL Convergence DO

$$
\begin{equation*}
x_{k+1}=x_{k}+a_{k} p_{k} \tag{2d}
\end{equation*}
$$

$$
\begin{equation*}
r_{k+1}=r_{k}-a_{k} A p_{k} \tag{2e}
\end{equation*}
$$

$$
\begin{equation*}
\text { Solve } M r_{k+1}^{\prime}=r_{k+1} \tag{2f}
\end{equation*}
$$

$$
\begin{equation*}
b_{k}=\left(r_{k+1}, r_{k+1}^{\prime}\right) /\left(r_{k}, r_{k}^{\prime}\right) \tag{2g}
\end{equation*}
$$

$$
\begin{equation*}
a_{k}=\left(r_{k}, r_{k}^{\prime}\right) /\left(p_{k}, A p_{k}\right) \tag{2c}
\end{equation*}
$$

$$
\begin{equation*}
p_{k+1}=r_{k+1}^{\prime}+b_{k} p_{k} \tag{2h}
\end{equation*}
$$

The effect of the preconditioning matrix $M$ is to increase the rate of convergence of the basic conjugate gradient method of Hestenes and Stiefel [11]. The number of multiply-adds per iteration is just $5 N$, plus the number required to form $A p_{k}$, plus the number required to solve $M r_{k}^{\prime}=r_{k}$.

One widely used class of preconditionings are the incomplete $L D L^{t}$ factorizations

$$
\begin{equation*}
M=(\tilde{D}+L) \tilde{D}^{-1}(\tilde{D}+L)^{t} \tag{3}
\end{equation*}
$$

where $A \equiv L+D+L^{t}, L$ is strictly lower triangular and $D$ and $\tilde{D}$ are positive diagonal. This class includes the SSOR [9], Dupont-Kendall-Rachford [7], generalized SSOR [1], $\operatorname{ICCG}(0)$ [13] and $\operatorname{MICCG}(0)$ [10] preconditionings. If we let $\mathrm{NZ}(A)$ denote the number of nonzero entries in the matrix $A$, a straightforward implementation of

[^0]PCG with a preconditioning from this class ${ }^{1}$ would require $6 N+2 N Z(A)$ multiply-adds per iteration. ${ }^{2}$

In this brief note, we show how to reduce the work to $8 N+\mathrm{NZ}(A)$ multiply-adds, asymptotically half as many as the straightforward implementation. ${ }^{3}$ We give details in § 2 and consider some generalizations in § 3.
2. Implementation. The linear system (1) can be restated in the form

$$
\begin{equation*}
\left[(\tilde{D}+L)^{-1} A(\tilde{D}+L)^{-t}\right]\left[(\tilde{D}+L)^{t} x\right]=\left[(\tilde{D}+L)^{-1} b\right] \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{A} \hat{x}=\hat{b} \tag{5}
\end{equation*}
$$

But applying PCG to (1) with $M=(\tilde{D}+L) \tilde{D}^{-1}\left(\tilde{D}+L^{t}\right)$ is equivalent to applying PCG to (5) with $\hat{M}=\tilde{D}^{-1}$ and setting $x=(\tilde{D}+L)^{-t} \hat{x}^{4}$ If we update $x$ instead of $\hat{x}$ at each iteration, algorithm (2) becomes:

$$
\begin{align*}
& \hat{r}_{0}=(\tilde{D}+L)^{-1}\left(\hat{b}-\hat{A} x_{0}\right)  \tag{6a}\\
& \hat{p}_{0}=\hat{r}_{0}^{\prime}=\tilde{D} \hat{r}_{0}  \tag{6b}\\
& \text { FOR } k=0 \text { STEP } 1 \text { UNTIL Convergence DO } \\
& \quad \hat{a}_{k}=\left(\hat{r}_{k}, \hat{r}_{k}^{\prime}\right) /\left(\hat{p}_{k}, \hat{A} \hat{p}_{k}\right)  \tag{6c}\\
& \quad x_{k+1}=x_{k}+\hat{a}_{k}(\tilde{D}+L)^{-t} \hat{p}_{k}  \tag{6d}\\
& \hat{r}_{k+1}=\hat{r}_{k}-\hat{a}_{k} \hat{A} \hat{p}_{k}  \tag{6e}\\
& \quad \text { Compute } \hat{r}_{k+1}^{\prime}=\tilde{D} \hat{r}_{k+1}  \tag{6~g}\\
& \hat{b}_{k}=\left(\hat{r}_{k+1}, \hat{r}_{k+1}^{\prime}\right) /\left(\hat{r}_{k}, \hat{r}_{k}^{\prime}\right)  \tag{6~g}\\
& \hat{p}_{k+1}=\hat{r}_{k+1}^{\prime}+\hat{b}_{k} \hat{p}_{k} \tag{6h}
\end{align*}
$$

$\hat{A} \hat{p}_{k}$ can be computed efficiently by taking advantage of the following identity:

$$
\begin{align*}
\hat{A} \hat{p}_{k} & =(\tilde{D}+L)^{-1}\left[(\tilde{D}+L)+(\tilde{D}+L)^{t}-(2 \tilde{D}-D)\right](\tilde{D}+L)^{-t} \hat{p}_{k} \\
& =(\tilde{D}+L)^{-t} \hat{p}_{k}+(\tilde{D}+L)^{-1}\left[\hat{p}_{k}-K(\tilde{D}+L)^{-t} \hat{p}_{k}\right] \tag{7}
\end{align*}
$$

where $K \equiv 2 \tilde{D}-D$. Thus

$$
\begin{gather*}
\hat{t}_{k}=(\tilde{D}+L)^{-t} \hat{p}_{k}  \tag{8a}\\
\hat{A} \hat{p}_{k}=\hat{t}_{k}+(\tilde{D}+L)^{-1}\left(\hat{p}_{k}-K \hat{t}_{k}\right) \tag{8b}
\end{gather*}
$$

which requires $2 N+\mathrm{NZ}(A)$ multiply-adds. $\hat{t}_{k}$ can also be used to update $x_{k}$ in $(6 \mathrm{~d})$, so that the total cost for each PCG iteration is just $8 N+\mathrm{NZ}(A)$ multiply-adds ${ }^{5}$ (plus

[^1]$$
\bar{A} \bar{x} \equiv\left[\tilde{D}^{1 / 2}(\tilde{D}+L)^{-1} A(\tilde{D}+L)^{-t} \tilde{D}^{1 / 2}\right]\left[\tilde{D}^{-1 / 2}(\tilde{D}+L)^{t} x\right]=\left[\tilde{D}^{1 / 2}(\tilde{D}+L)^{-1} b\right] \equiv \bar{b}
$$

[^2]an additional $N$ words of storage), versus $6 N+2 \mathrm{NZ}(A)$ for the straightforward implementation.
3. Generalizations. The approach presented in § 2 extends immediately to preconditionings of the form
\[

$$
\begin{equation*}
M=(\tilde{D}+L) \tilde{S}^{-1}(\tilde{D}+L)^{t} \tag{9}
\end{equation*}
$$

\]

where $\tilde{S}$ is positive diagonal. Moreover, if we take $K \equiv \tilde{D}+\tilde{D}^{t}-D$ in (7) and (8), then $\tilde{D}$ need not be diagonal or even symmetric. In this case, $\tilde{D}$ would reflect changes to both the diagonal and offdiagonal entries of $\boldsymbol{A}$ in generating an incomplete factorization. If we assume that only the nonzero entries of $A$ are changed, i.e., that $(K)_{i j}$ is nonzero only if $(A)_{i j}$ is nonzero, then the operation count is $7 N+\mathrm{NZ}(A)+\mathrm{NZ}(K)$.

Another application is to preconditioning nonsymmetric systems. Let

$$
\begin{equation*}
M=(\tilde{D}+L) \tilde{S}^{-1}(\tilde{D}+U) \tag{10}
\end{equation*}
$$

be an incomplete $L D U$ factorization of a nonsymmetric matrix $A$, where $A \equiv$ $L+D+U, L$ (respectively, $U$ ) is strictly lower (respectively, upper) triangular and $D$ and $\tilde{S}$ are diagonal. Then a number of authors have proposed solving the linear system $A x=b$ by using the conjugate gradient method to solve the normal equations for one of the preconditioned systems

$$
\begin{equation*}
\hat{A}_{1} \hat{x} \equiv\left[\tilde{S}(\tilde{D}+L)^{-1} A(\tilde{D}+U)^{-1}\right][(\tilde{D}+U) x]=\left[\tilde{S}(\tilde{D}+L)^{-1} b\right] \equiv \hat{b} \tag{11a}
\end{equation*}
$$

(see [12]) and

$$
\begin{equation*}
\hat{A}_{2} x \equiv\left[(\tilde{D}+U)^{-1} \tilde{S}(\tilde{D}+L)^{-1} A\right] x=\left[(\tilde{D}+U)^{-1} \tilde{S}(\tilde{D}+L)^{-1} b\right] \equiv \hat{b} \tag{11b}
\end{equation*}
$$

(see [14], [3]). $\hat{A}_{2} \hat{p}$ can be computed as

$$
\begin{equation*}
\hat{A}_{2} \hat{p}=(\tilde{D}+U)^{-1} \tilde{S}\left[\hat{p}+(\tilde{D}+L)^{-1}(D+U-\tilde{D}) \hat{p}\right] \tag{12}
\end{equation*}
$$

in $4 N+\mathrm{NZ}(L)+2 \mathrm{NZ}(U)$ multiply-adds, whereas $\hat{A}_{1} \hat{p}$ can be computed as

$$
\begin{gather*}
\hat{t}=(\tilde{D}+U)^{-1} \hat{p},  \tag{13a}\\
\hat{A}_{1} \hat{p}=\tilde{S}\left[\hat{t}+(\tilde{D}+L)^{-1}(\hat{p}-(2 \tilde{D}-D) \hat{t})\right] \tag{13b}
\end{gather*}
$$

in $4 N+\mathrm{NZ}(L)+\mathrm{NZ}(U)$ multiply-adds. Thus the preconditioning (11a) would be more efficient per iteration, although more iterations might be required to achieve comparable accuracy [14]. ${ }^{6}$
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# SPLINE INTERPOLATION AND SMOOTHING ON THE SPHERE* 

GRACE WAHBA $\dagger$


#### Abstract

We extend the notion of periodic polynomial splines on the circle and thin plate splines on Euclidean $d$-space to splines on the sphere which are invariant under arbitrary rotations of the coordinate system. We solve the following problem: Find $u \in \mathscr{H}_{m}(S)$, a suitably defined reproducing kernel (Sobolev) space on the sphere $S$ to, $A$ ) minimize $J_{m}(u)$ subject to $u\left(P_{i}\right)=z_{i}, i=1,2, \cdots, n$, and $B$ ) minimize


$$
\frac{1}{n} \sum_{j=1}^{n}\left(u\left(P_{i}\right)-z_{i}\right)^{2}+\lambda J_{m}(u)
$$

where

$$
\begin{aligned}
J_{m}(u) & =\int_{0}^{2 \pi} \int_{0}^{\pi}\left(\Delta^{m / 2} u(\theta, \phi)\right)^{2} \sin \theta d \theta d \phi, \quad m \text { even } \\
& =\int_{0}^{2 \pi} \int_{0}^{\pi}\left\{\frac{\left(\Delta^{(m-1) / 2} u\right)_{\phi}^{2}}{\sin ^{2} \theta}+\left(\Delta^{(m-1) / 2} u\right)_{\theta}^{2}\right\} \sin \theta d \theta d \phi, \quad m \text { odd. }
\end{aligned}
$$

Here $\Delta$ is the Laplace-Beltrami operator on the sphere and $J_{m}(u)$ is the natural analogue on the sphere, of the quadratic functional $\int_{0}^{2 \pi}\left(u^{(m)}(\theta)\right)^{2} d \theta$ on the circle, which appears in the definition of periodic polynomial splines. $J_{m}(u)$ may also be considered to be the analogue of

$$
\sum_{i=0}^{m}\binom{m}{j} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\frac{\partial^{m} u}{\partial x^{i} \partial y^{m-j}}\right)^{2} d x d y
$$

appearing in the definition of thin plate splines on the plane. The solution splines are obtained in the form of infinite series, which do not appear to be convenient for certain kinds of computation. We then replace $J_{m}$ in A) and B) by a quadratic functional $Q_{m}$ which is topologically equivalent to $J_{m}$ on $\mathscr{H}_{m}(S)$ and obtain closed form solutions to the modified problems which are suitable for numerical calculation, thus providing practical pseudo-spline solutions to interpolation and smoothing problems on the sphere. Convergence rates of the splines and pseudo-splines will be the same. A number of results established or conjectured for polynomial and thin plate splines can be extended to the splines and pseudo-splines constructed here.

Key words. splines on the sphere, spherical harmonics, smoothing on the sphere

1. Introduction. This work is motivated by the following problem. The 500 millibar height (the height above sea level at which the pressure is 500 millibars) is measured (with error) at a large number $n$ of weather stations distributed around the world. It is desired to find a smooth function $u=u(\theta, \phi)$ defined on the surface of the earth ( $\theta=$ latitude, $\phi=$ longitude) which is an estimate of the 500 millibar height at position $(\theta, \phi)$. There are many ways that this can be done. In this paper we develop what appears to be the natural generalization to the sphere of periodic interpolating and smoothing splines on the circle (see Golomb [12], Wahba [27]) and thin plate splines on Euclidean $d$-space (see Duchon [6], Meinguet [18], Wahba [28]).

To obtain a periodic interpolating or smoothing spline on the circle $C$ one seeks the solution to one of the problems: Find $u \in \mathscr{H}_{m}(C)$ to minimize
A)

$$
J_{m}(u) \quad \text { subject to } u\left(t_{i}\right)=z_{i}, \quad i=1,2, \cdots, n
$$

or
B)

$$
\frac{1}{n} \sum_{i=1}^{n}\left(u\left(t_{i}\right)-z_{i}\right)^{2}+\lambda J_{m}(u) .
$$

[^4]Here

$$
\begin{equation*}
J_{m}(u)=\int_{0}^{2 \pi}\left(u^{(m)}(t)\right)^{2} d t \tag{1.1}
\end{equation*}
$$

$t_{i} \in[0,2 \pi]$ and $\mathscr{H}_{m}(C)=\left\{u: u, u^{\prime}, \cdots, u^{(m-1)}\right.$ abs. cont., $u^{(m)} \in \mathscr{L}_{2}[0,2 \pi], u^{(j)}(0)=$ $\left.u^{(j)}(2 \pi), j=0,1, \cdots, m-1\right\}$. To find a thin plate interpolating or smoothing spline on Euclidean $d$-space $E^{d}$, one finds $u \in \mathscr{H}_{m}\left(E^{d}\right)$ to minimize A) or B) above, where now $t_{i}=\left(x_{1 i}, x_{2 i}, \cdots, x_{d i}\right) \in E^{d}$ and

$$
\begin{equation*}
J_{m}(u)=\sum_{i_{1}, i_{2}, \cdots, i_{m=1}}^{d} \int_{E^{d}}\left(\frac{\partial^{m} u}{\partial x_{i_{1}} \partial x_{i_{2}}, \cdots, \partial x_{i_{m}}}\right)^{2} d x_{1} d x_{2} \cdots, d x_{d} \tag{1.2}
\end{equation*}
$$

$\mathscr{H}_{m}\left(E^{d}\right)$ is defined in Meinguet [18]. To obtain a thin plate interpolating or smoothing spline it is necessary that $2 m-d>0$, since otherwise the evaluation functionals $u \rightarrow u\left(t_{i}\right)$ will not be bounded in $\mathscr{H}_{m}\left(E^{d}\right)$ and thus will not have representers which are used in the construction of the solution.

Duchon has called the solutions to problems involving $J_{m}$ in Euclidean $d$-space thin plate splines, because, in two dimensions with $m=2$,

$$
J_{2}(u)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\left(\frac{\partial^{2} u}{\partial x_{1}^{2}}\right)^{2}+2\left(\frac{\partial^{2} u}{\partial x_{1} \partial x_{2}}\right)^{2}+\left(\frac{\partial^{2} u}{\partial x_{2}^{2}}\right)^{2}\right] d x_{1} d x_{2}
$$

is the bending energy of a thin plate. Interpolating and smoothing thin plate splines have been computed in a number of examples by Franke, Utreras, Wahba, Wahba and Wendelberger, and Wendelberger for data given in the form of an analytic function which is evaluated by computer at $t_{1}, t_{2}, \cdots, t_{n}$ [9], for function data with simulated errors [26], [28], [30] and for measured 500 millibar height data [31], with very satisfying results. Fisher and Jerome in a classic early paper [8] answered some important questions concerning interpolation problems on $\Omega$ a bounded set in $R^{d}$ associated with general elliptic operators.

For the analysis of meteorological data, we would like to be able to compute smoothing splines on the sphere. To motivate the definition of $J_{m}$ for the sphere, we first take a look at the Sobolev spaces $\mathscr{H}_{m}(C)$ of periodic functions on the circle. $\mathscr{H}_{m}(C)$ is the collection of square integrable functions $u$ on $[0,2 \pi]$ which satisfy

$$
\begin{equation*}
a_{0}^{2}+\sum_{\nu=1}^{\infty} \nu^{2 m} a_{\nu}^{2}+\sum_{\nu=1}^{\infty} \nu^{2 m} b_{\nu}^{2}<\infty, \tag{1.3}
\end{equation*}
$$

where

$$
\begin{array}{ll}
a_{\nu}=\frac{1}{\sqrt{\pi}} \int_{0}^{2 \pi} \cos \nu \theta u(\theta) d \theta, \quad \nu=0,1, \cdots, \\
b_{\nu}=\frac{1}{\sqrt{\pi}} \int_{0}^{2 \pi} \sin \nu \theta u(\theta) d \theta, \quad \nu=1,2, \cdots
\end{array}
$$

We have

$$
\begin{equation*}
J_{m}(u) \doteq \int_{0}^{2 \pi}\left(u^{(m)}(\theta)\right)^{2} d \theta=\sum_{\nu=1}^{\infty} \nu^{2 m} a_{\nu}^{2}+\sum_{\nu=1}^{\infty} \nu^{2 m} b_{\nu}^{2} \tag{1.4}
\end{equation*}
$$

for $u \in \mathscr{H}_{m}(C) . \mathscr{H}_{m}(C)$ is thus a space of (periodic, square integrable) functions whose Fourier coefficients $\left\{a_{\nu}, b_{\nu}\right\}$ decay sufficiently fast to satisfy (1.3). The functions $\{\cos \nu \theta, \sin \nu \theta\}$ are the (periodic) eigenfunctions of the operator $D^{2 m}\left(D^{2 m} u=u^{(2 m)}\right)$
which appears when $J_{m}(u)$ of (1.1) is integrated by parts and $u$ is sufficiently smooth and periodic:

$$
J_{m}(u)=\int_{0}^{2 \pi} u \cdot D^{2 m} u d \theta
$$

If one formally integrates (1.2) by parts, and $u$ is sufficiently smooth and decreases to 0 at infinity, then one obtains

$$
J_{m}(u)=(-1)^{m} \int \cdots \int_{E^{d}} u \cdot \tilde{\Delta}^{m} u d x_{1} \cdots d x_{d},
$$

where $\tilde{\Delta} u$ is the Laplacian,

$$
\tilde{\Delta} u=\frac{\partial^{2} u}{\partial x_{1}^{2}}+\frac{\partial^{2} u}{\partial x_{2}^{2}}+\cdots+\frac{\partial^{2} u}{\partial x_{d}^{2}} .
$$

The analogue of $\tilde{\Delta}$ on the sphere is the Laplace-Beltrami operator defined by

$$
\Delta u=\frac{1}{\sin ^{2} \theta} u_{\phi \phi}+\frac{1}{\sin \theta}\left(\sin \theta u_{\theta}\right)_{\theta},
$$

where $\theta \in[0, \pi]$ is latitude and $\phi \in[0,2 \pi]$ is longitude. This is the restriction of the Laplacian in 3 -space to the surface of the sphere; see Courant and Hilbert [3, Chapt. V, VII], and Whittaker and Watson [32]. The role of the eigenfunctions $\{(1 / \sqrt{\pi}) \cos \nu \theta,(1 / \sqrt{\pi}) \sin \nu \theta\}$ in $\mathscr{H}_{m}(C)$ is played in $\mathscr{H}_{m}(S),(S$ is the sphere) by the normalized spherical harmonics $\left\{Y_{\nu}^{k}(\theta, \phi)\right\}_{\nu=0}^{\infty}{ }_{k=-\nu}^{\nu}$ (defined in §2), which are the (periodic) eigenfunctions of the Laplace-Beltrami operator $\Delta^{m}$, and the role of the eigenvalues $\left\{\nu^{2 m}, \nu^{2 m}\right\}_{\nu=1}^{\infty}$ of $D^{2 m}$ is played by the eigenvalues of $\Delta^{m} . \Delta^{m}$ has the single square integrable periodic eigenfunction $Y_{0}^{0}(\theta, \phi)=1$, corresponding to the eigenvalue 0 . We now define $\mathscr{H}_{m}(S)$ as the space of square integrable functions $u$ on $S$ with

$$
\begin{equation*}
\left|u_{00}\right|<\infty, \quad \sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\lambda_{\nu k}}<\infty, \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{\nu k}=\int_{S} Y_{\nu}^{k}(P) u(P) d P \tag{1.6}
\end{equation*}
$$

and $\left\{\lambda_{\nu k}^{-1}\right\},\left(\lambda_{\nu k}^{-1}=[\nu(\nu+1)]^{k}\right)$ are the eigenvalues of $\Delta^{m}$ corresponding to $\left\{Y_{\nu}^{k}\right\} . \mathscr{H}_{m}(S)$ is thus a space of square integrable functions whose Fourier Bessel coefficients with respect to the spherical harmonics decay sufficiently fast to satisfy (1.5). Let $J_{m}$ be defined by

$$
\begin{align*}
J_{m}(u) & =\int_{0}^{2 \pi} \int_{0}^{\pi}\left(\Delta^{m / 2} u\right)^{2} \sin \theta d \theta d \phi, \quad m \text { even, } \\
& =\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\left(\Delta^{(m-1) / 2} u\right)_{\phi}^{2}}{\sin ^{2} \theta}+\left(\Delta^{(m-1) / 2} u\right)_{\theta}^{2} \sin \theta d \theta d \phi, \quad m \text { odd. } \tag{1.7}
\end{align*}
$$

It is not hard to show that, for $u \in \mathscr{H}_{m}(S)$,

$$
\begin{equation*}
J_{m}(u)=\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\lambda_{\nu k}} . \tag{1.8}
\end{equation*}
$$

A number of results which are known or conjectured for polynomial splines on the circle and thin plate splines on $E^{d}$ will carry over to the thin plate splines and pseudo-splines on the sphere. They include optimality properties of the generalized cross-validation estimate of $\lambda$ and $m$ [4], [25], convergence rates for smoothing splines with noisy data, properties of associated orthogonal series density estimates, and interpretation of interpolating and smoothing splines as Bayes estimates when $u$ is modeled as the solution to the stochastic differential equation $\Delta^{m / 2} u=$ "white noise." Details and further references may be found in Wahba [29]. The corresponding splines when $u$ is modeled as a general stationary autoregressive moving average process on $S$ are also given in Wahba [29], as well as possible models encompassing nonstationarity (anisotropy). The reader interested in meteorological applications may be interested in consulting Stanford [24], where ensembles of $\left\{u_{\nu k}^{2}\right\}$ defined in (1.6) have been computed from measured satellite radiance data and are suggestive of an appropriate choice of $m$ in certain meteorological applications. The results here also show that variational techniques for meteorological data analysis similar to these pioneered by Sasaki [21] and others can be carried out on the sphere; see also Wahba and Wendelberger [30]. Part of the importance of the present work is in its potential applicability to important meteorological problems, some of which are mentioned near the end of $\S 2$.

We seek $u \in \mathscr{H}_{m}(S)$ to minimize
A)

$$
J_{m}(u) \quad \text { subject to } u\left(P_{i}\right)=z_{i}, \quad i=1,2, \cdots, n,
$$

B)

$$
\frac{1}{n} \sum_{i=1}^{n}\left(u\left(P_{i}\right)-z_{i}\right)^{2}+\lambda J_{m}(u),
$$

where $P_{i} \in S$, and $J_{m}$ is defined by (1.7).
We cannot solve these problems for $m=1$ for the same reason they cannot be solved in $E^{d}$ for $2 m-d \leqq 0$, that is, because the evaluation functions are not continuous in $\mathscr{H}_{1}(S)$, that is, $\mathscr{H}_{1}(S)$ is not a reproducing kernel space. However, for $m=2,3, \cdots$ we will give the explicit solution to those two problems, which we will call thin plate splines on the sphere. It is actually not hard to obtain the solutions, since we can construct a reproducing kernel for $\mathscr{H}_{m}(S)$, with $J_{m}(\cdot)$ as a seminorm, from the wellknown eigenfunctions and eigenvalues of the Laplace-Beltrami operator. Given the reproducing kernel [2], the solutions to such problems are well known, and in fact problems A) and B) can be solved with $u\left(P_{i}\right)$ replaced by $L_{i} u$, where $L_{i}$ is any continuous linear functional on $\mathscr{H}_{m}(S)$. See, for example, Kimeldorf and Wahba [17] and references cited there.

Unfortunately we only know the aforementioned reproducing kernels in the form of infinite series. It appears that no closed form expression exists which is convenient for computational purposes. Wendelberger [31] has computed the reproducing kernels given below for $m$ from 2 to 10 by evaluating the infinite series, and it is likely that satisfactory computational procedures for interpolation and smoothing splines on the sphere can be developed based on the infinite series. However, for general continuous linear functionals it may be important to have a reproducing kernel in closed form. Furthermore, to compute certain functionals of the solution, for example, derivatives, it may be important to have a closed form solution. For this reason we suggest replacing $J_{m}(\cdot)$ by another quadratic functional $Q_{m}(\cdot)$ which is topologically equivalent to $J_{m}(\cdot)$ in the sense that there exist $\alpha$ and $\beta, 0<\alpha<\beta<\infty$ such that

$$
\alpha J_{m}(u) \leqq Q_{m}(u) \leqq \beta J_{m}(u), \quad \text { all } u \in \mathscr{H}_{m}(S)
$$

We give the reproducing kernel associated with $Q_{m}$ in closed form. It involves only logarithms and powers of monomials of sines and cosines, and appears quite suitable for the numerical computation of the solutions of A) and B) and related problems with $J_{m}$ replaced by $Q_{m}$. We will call the resulting interpolating and smoothing functions thin plate pseudo-splines on the sphere. Convergence rates for the thin plate pseudo-splines will be the same as those for the thin plate splines on the sphere because of the topological equivalence of $J_{m}$ and $Q_{m}$.

In § 2 we derive the thin plate spline solutions to problems A) and B), and in § 3 we obtain the thin plate pseudo-spline solutions, where $J_{m}$ is replaced by $Q_{m}$.

We remark that the development of § 2 can no doubt be generalized to establish splines associated with the Laplace-Beltrami operator on compact Riemannian manifolds other than the circle and the sphere; see Gine [10], Hannan [14], Yaglom [33] and Schoenberg [23]. However this is not pursued further.
2. Spherical harmonics and the solution to problems $A$ ) and $B$ ) on the sphere. The spherical harmonics $\left\{U_{\nu}^{k}(\theta, \phi)\right\}$ are defined by

$$
\begin{aligned}
U_{\nu}^{k}(\theta, \phi) & =\cos k \phi P_{\nu}^{k}(\cos \theta), \quad k=1,2, \cdots, \nu \\
& =\sin k \phi P_{\nu}^{k}(\cos \theta), \quad k=-1,-2, \cdots,-\nu \\
& =P_{\nu}(\cos \theta), \quad k=0, \quad \nu=0,1,2, \cdots,
\end{aligned}
$$

where $P_{\nu}^{k}(z)$ are the Legendre functions of the $k$ th order,

$$
P_{\nu}^{k}(z)=\left(1-z^{2}\right)^{k / 2}\left(\frac{d^{k}}{d z^{k}}\right) P_{\nu}(z)
$$

and $P_{\nu}(z)$ is the $\nu$ th Legendre polynomial. Recursion formulas for generating the $P_{\nu}^{k}$ may be found in Abramowitz and Stegun [1].

It is well known that the $\left\{U_{\nu}^{k}, k=-\nu, \cdots, \nu, \nu=0,1, \cdots\right\}$ form an $\mathscr{L}_{2}(S)$ complete set of eigenfunctions of the Laplace-Beltrami operator of (1.4) satisfying

$$
\Delta U_{\nu}^{k}=-\nu(\nu+1) U_{\nu}^{k}, \quad k=-\nu, \cdots, \nu, \quad \nu=0,1, \cdots
$$

See Courant and Hilbert [3], Sansone [22]. Let

$$
\begin{gathered}
Y_{\nu}^{0}=\sqrt{\frac{2 \nu+1}{4 \pi}} U_{\nu}^{0}, \quad \nu=0,1, \cdots, \\
Y_{\nu}^{k}=2 \sqrt{\frac{2 \nu+1}{4 \pi} \frac{(\nu-k)!}{(\nu+k)!}} U_{\nu}^{k}, \quad k=1,2, \cdots, \quad \nu=1,2, \cdots .
\end{gathered}
$$

Then (Sansone [22, p. 264, 268])

$$
\int_{S}\left(Y_{\nu}^{k}(P)\right)^{2} d P=1
$$

and we have the addition formula

$$
\sum_{k=-\nu}^{\nu} Y_{\nu}^{k}(P) Y_{\nu}^{k}\left(P^{\prime}\right)=\frac{2 \nu+1}{4 \pi} P_{\nu}\left(\cos \gamma\left(P, P^{\prime}\right)\right),
$$

where $\gamma\left(P, P^{\prime}\right)$ is the angle between $P$ and $P^{\prime}$. The $\left\{Y_{\nu}^{k}\right\}$ form an orthonormal basis for $\mathscr{L}_{2}(S)$. Jones [16] has used a finite set of spherical harmonics to estimate 500 millibar heights by regression methods. The spherical harmonics are also utilized in several numerical weather prediction models [11].

Let $\mathscr{H}_{m}^{0}(S)$ be the subset of $\mathscr{L}_{2}(S)$ with an expansion of the form

$$
\begin{equation*}
u(P) \sim \sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} u_{\nu k} Y_{\nu}^{k}(P) \tag{2.1}
\end{equation*}
$$

where

$$
u_{\nu k}=\int_{S} u(P) Y_{\nu}^{k}(P) d P
$$

satisfying

$$
\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\lambda_{\nu k}}<\infty
$$

where

$$
\begin{equation*}
\lambda_{\nu k}=[\nu(\nu+1)]^{-m} . \tag{2.2}
\end{equation*}
$$

Functions in $\mathscr{H}_{m}^{0}(S)$ satisfy

$$
\int_{S} u(P) d P=0
$$

since the 0,0 th term $Y_{0}^{0} \equiv 1$ has been omitted from the expansion (2.1).
$\mathscr{H}_{m}^{0}(S)$ is clearly a Hilbert space with the norm defined by

$$
\begin{equation*}
\|u\|_{m}^{2}=\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\lambda_{\nu k}} \tag{2.3}
\end{equation*}
$$

for any $m \geqq 0$. For $m>1$, define $K\left(P, P^{\prime}\right),\left(P, P^{\prime}\right) \in S \times S$ by

$$
\begin{align*}
K\left(P, P^{\prime}\right)=K_{m}\left(P, P^{\prime}\right) & =\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \lambda_{\nu k} Y_{\nu}^{k}(P) Y_{\nu}^{k}\left(P^{\prime}\right)  \tag{2.4}\\
& \equiv \frac{1}{4 \pi} \sum_{\nu=1}^{\infty} \frac{2 \nu+1}{\nu^{m}(\nu+1)^{m}} P_{\nu}\left(\cos \gamma\left(P, P^{\prime}\right)\right) .
\end{align*}
$$

Since $\left|P_{\nu}(z)\right| \leqq 1$ for $|z| \leqq 1$ (Sansone [22, p. 187]), the series converges uniformly for any $m>1$ and $K\left(P, P^{\prime}\right)$ is a well-defined positive definite function on $S \times S$ with

$$
\left\langle K(P, \cdot), K\left(P^{\prime}, \cdot\right)\right\rangle_{m}=K\left(P, P^{\prime}\right),
$$

where $\langle\cdot, \cdot\rangle_{m}$ is the inner product induced by (2.3). Furthermore, it is easily verified that, for $m$ an integer $>1$,

$$
\int_{S} K(P, R) \Delta_{(R)}^{m} K\left(P^{\prime}, R\right) d R=K\left(P, P^{\prime}\right)
$$

where $\Delta_{(R)}^{m}$ means the operator $\Delta^{m}$ applied to the variable $R$. This follows since $\Delta^{m} \boldsymbol{Y}_{\nu}^{k} \equiv \lambda_{\nu k}^{-1} \boldsymbol{Y}_{\nu}^{k}$. Thus, for $m$ an integer $>1, K(\cdot, \cdot)$ reproduces under the inner product induced by the norm $J_{m}^{1 / 2}(\cdot)$, and

$$
J_{m}(u)=\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\lambda_{\nu k}},
$$

with

$$
u_{\nu k}=\int_{S} u(P) Y_{\nu}^{k}(P) d P \quad \text { for any } u \in \mathscr{H}_{m}^{0}
$$

$\mathscr{H}_{m}^{0}(S)$ is therefore the reproducing kernel Hilbert space ( $r k h s$ ) with reproducing kernel $(r k) K(\cdot, \cdot)$.

The space $\mathscr{H}_{m}(S)$ in which one wants to solve problems A$)$ and B$)$ is

$$
\mathscr{H}_{m}(S)=\mathscr{H}_{m}^{0}(S) \oplus\{1\},
$$

where $\{1\}$ is the one-dimensional space of constant functions. $\mathscr{H}_{m}^{0}(S)$ and $\{1\}$ will be orthogonal subspaces in $\mathscr{H}_{m}(S)$ if we endow $\mathscr{H}_{m}(S)$ with the norm defined by

$$
\|u\|^{2}=J_{m}(u)+\frac{1}{4 \pi}\left(\int_{S} u(P) d P\right)^{2}
$$

The following theorem is an immediate consequence of these facts and Kimeldorf and Wahba [17, Lemmas 3.1, 5.1].

Theorem 1. The solutions $u_{n, m}$ and $u_{n, m, \lambda}$ to problems A ) and B$)$ on the sphere are given by

$$
\begin{equation*}
u_{n, m, \lambda}(P)=\sum_{i=1}^{n} c_{i} K\left(P, P_{i}\right)+d \tag{2.5}
\end{equation*}
$$

where $\mathbf{c}=\left(c_{i}, \cdots, c_{n}\right)^{\prime}$ and $d$ are given by

$$
\begin{gather*}
\mathbf{c}=\left(K_{n}+n \lambda I\right)^{-1}\left[I-T\left(T^{\prime}\left(K_{n}+n \lambda I\right)^{-1} T\right)^{-1} T^{\prime}\left(K_{n}+n \lambda I\right)^{-1}\right] \mathbf{z},  \tag{2.6}\\
d=\left(T^{\prime}\left(K_{n}+n \lambda I\right)^{-1} T\right)^{-1} T^{\prime}\left(K_{n}+n \lambda I\right)^{-1} \mathbf{z}, \tag{2.7}
\end{gather*}
$$

where $K_{n}$ is the $n \times n$ matrix with $j$, $k$ th entry $\left(K_{n}\right)_{i j}$ given by

$$
\begin{gather*}
\left(K_{n}\right)_{i j}=K\left(P_{i}, P_{j}\right),  \tag{2.8}\\
T=(1, \cdots, 1)^{\prime} \tag{2.9}
\end{gather*}
$$

and

$$
\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right)^{\prime} .
$$

Also

$$
u_{n, m} \equiv u_{n, m, 0}
$$

The continuous linear functionals $L_{i} u=u\left(P_{i}\right)$ may be replaced in the problem statements by any set of $n$ linearly independent continuous linear functionals on $\mathscr{H}_{m}(S)$ which are not all identically 0 on $\{1\}$. Then, as is usual in $r k$ theory, to obtain the solution one replaces $K\left(P, P_{i}\right)$ in (2.5) by $L_{i} K(P, \cdot), K\left(P_{i}, P_{j}\right)$ in (2.8), by $L_{i(P)} L_{j\left(P^{\prime}\right)} K\left(P, P^{\prime}\right)$, and the $i$ th component of $T$ in (2.9) by $L_{i}(1)$. (See Kimeldorf and Wahba [17].) One example of useful $L_{i}$ is $L_{i} u=\int_{S_{i}} u(P) d P$; i.e., the data functionals are regional averages (see Dyn and Wahba [5]). Furthermore, if $z_{i}=L_{i} u+\varepsilon_{i}$, where $u$ is fixed, unknown function in $\mathscr{H}_{m}(S)$ and the $\left\{\varepsilon_{i}\right\}$ can be modeled as i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ random variables, then (provided $\lambda$ is chosen properly; see [4], [30]) an estimate of $L u$ for $L$ any continuous linear functional on $\mathscr{H}_{m}(S)$ is provided by $L u_{m, n, \lambda} . L u=\sin \theta u_{\theta}(P)$ and $L u=u_{\phi}(P)$ are continuous linear functionals on $\mathscr{H}_{m}(S)$ for $m \geqq 3$. Therefore, this provides a technique for estimating meteorological properties of interest involving the derivatives of $u$, for example, the geostrophic wind; see [30]. Other potential applications are to the estimation of budgets (Johnson and Downey [15]), and the geostrophic vorticity (Haltiner and Martin [13]).

We remark that the equations (2.6) and (2.7) for $\mathbf{c}$ and $d$ can be readily verified to be equivalent to

$$
\begin{gather*}
\left(K_{n}+n \lambda I\right) \mathbf{c}+d T=\mathbf{z}  \tag{2.10}\\
T^{\prime} \mathbf{c}=0 \tag{2.11}
\end{gather*}
$$

If we assume $K_{n}$ and $T$ are given, then (2.10) and (2.11) lend themselves more readily to numerical solution than the computation of (2.6) and (2.7). See Paihua Montes [19], Wahba [28], Wendelberger [31].

In order to have a closed form expression for $K\left(P_{i}\right)$ it is necessary to sum the series

$$
\begin{equation*}
k_{m}(z)=\sum_{\nu=1}^{\infty} \frac{2 \nu+1}{\nu^{m}(\nu+1)^{m}} P_{\nu}(z) \tag{2.12}
\end{equation*}
$$

A closed form expression for $m=1(z \neq 0)$ can be obtained but does not interest us here.

To attempt to sum (2.12) for $m=2$, we note that

$$
\begin{equation*}
\frac{2 \nu+1}{\nu^{2}(\nu+1)^{2}} \equiv \frac{1}{\nu^{2}}-\frac{1}{(\nu+1)^{2}} \equiv \int_{0}^{1} \log h\left(1-\frac{1}{h}\right) h^{\nu} d h, \quad \nu=1,2, \cdots \tag{2.13}
\end{equation*}
$$

Using the generating formula for Legendre polynomials (Sansone [22, p. 169]),

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} h^{\nu} P_{\nu}(z)=\left(1-2 h z+h^{2}\right)^{-1 / 2}-1, \quad-1<h<1 \tag{2.14}
\end{equation*}
$$

gives

$$
\begin{equation*}
k_{2}(z)=\int_{0}^{1} \log h\left(1-\frac{1}{h}\right)\left(\frac{1}{\sqrt{1-2 h z+h^{2}}}-1\right) d h \tag{2.15}
\end{equation*}
$$

Repeated attempts to integrate this by parts using formulas for indefinite integrals involving expressions of the form $\sqrt{1-2 z h+h^{2}}$, and related integrals to be found in Pierce and Foster [20] and Dwight [7], led us to terms with a closed form expression plus a term involving Dwight [7, formula 731.1] whose right-hand side is an infinite series. This exercise, plus a helpful conversation with R. Askey who suggested that the sum could be reduced to a dilogarithm, convinced us that no readily computable closed form expression was to be found. For this reason we seek to change the problem slightly so that readily computable interpolating and smoothing formulas can be obtained. We do this in the next section.
3. Thin plate pseudo-splines on the sphere. We seek a norm $Q_{m}^{1 / 2}(u)$ on $\mathscr{H}_{m}^{0}(S)$ which is topologically equivalent to $J_{m}^{1 / 2}(u)$ on $\mathscr{H}_{m}^{0}(S)$ and for which the reproducing kernel can be obtained in closed form convenient for computation.

Define

$$
Q_{m}(u)=\sum_{\nu=1}^{\infty} \cdot \sum_{k=-\nu}^{\nu} \frac{u_{\nu k}^{2}}{\xi_{\nu k}}, \quad u_{\nu k}=\int_{S} u(P) Y_{\nu}^{k}(P) d P
$$

where

$$
\begin{equation*}
\xi_{\nu k}=\left[\left(\nu+\frac{1}{2}\right)(\nu+1)(\nu+2) \cdots(\nu+2 m-1)\right]^{-1} \tag{3.1}
\end{equation*}
$$

Since

$$
\frac{1}{m^{2 m} \xi_{\nu k}} \leqq \frac{1}{\lambda_{\nu k}} \leqq \frac{1}{\xi_{\nu k}}, \quad \nu=1,2, \cdots, \quad k=-\nu, \cdots, \nu, \quad m=2,3, \cdots,
$$

we have

$$
\frac{1}{m^{2 m}} Q_{m}(u) \leqq J_{m}(u) \leqq Q_{m}(u), \quad u \in \mathscr{H}_{m}^{0}(S)
$$

and, thus the norms $J_{m}^{1 / 2}(\cdot)$ and $Q_{m}^{1 / 2}(\cdot)$ are topologically equivalent on $\mathscr{H}_{m}^{0}(S)$. The reproducing kernel $R\left(P, P^{\prime}\right)$ for $\mathscr{H}_{m}^{0}(S)$ with norm $Q_{m}^{1 / 2}(\cdot)$ is then

$$
\begin{align*}
R\left(P, P^{\prime}\right)=R_{m}\left(P, P^{\prime}\right) & =\sum_{\nu=1}^{\infty} \sum_{k=-\nu}^{\nu} \xi_{\nu k} Y_{\nu}^{k}(P) Y_{\nu}^{k}\left(P^{\prime}\right) \\
& =\frac{1}{2 \pi} \sum_{\nu=1}^{\infty} \frac{1}{(\nu+1)(\nu+2) \cdots(\nu+2 m-1)} P_{\nu}\left(\cos \gamma\left(P, P^{\prime}\right)\right) . \tag{3.2}
\end{align*}
$$

A closed form expression can be obtained for $R\left(P, P^{\prime}\right)$ as follows. Since

$$
\frac{1}{r!} \int_{0}^{1}(1-h)^{r} h^{\nu} d h \equiv \frac{1}{(\nu+1) \cdots(\nu+r+1)}, \quad r=0,1,2, \cdots
$$

then by using the generating function (2.14) for the Legendre polynomials we have

$$
\begin{align*}
R\left(P, P^{\prime}\right) & =\frac{1}{2 \pi} \sum_{\nu=1}^{\infty} \frac{1}{(\nu+1)(\nu+2) \cdots(\nu+2 m-1)} P_{\nu}(z) \\
& =\frac{1}{2 \pi}\left[\frac{1}{(2 m-2)!} q_{2 m-2}(z)-\frac{1}{(2 m-1)!}\right] \tag{3.3}
\end{align*}
$$

where

$$
z=\cos \gamma\left(P, P^{\prime}\right)
$$

and

$$
\begin{equation*}
q_{m}(z)=\int_{0}^{1}(1-h)^{m}\left(1-2 h z+h^{2}\right)^{-1 / 2} d h, \quad m=0,1, \cdots \tag{3.4}
\end{equation*}
$$

Formulas for $\int h^{m}\left(1-2 h z+h^{2}\right)^{-1 / 2} d h, m=0,1,2$ and recursion formulas for general $m$ in terms of the formulas for $m-1$ and $m-2$ can be found in Pierce and Foster [20, pp. 165, 174, 177, 196]. $q_{m}$ was obtained by hand for $m=0,1,2$ and 3 . In the middle of this dull exercise P. Bjornstad observed that the MACSYMA program at MIT, which could be called from the computer science department at Stanford where this exercise was taking place, could be used to evaluate $q_{m}(z)$ recursively. He kindly wrote such a program and the results appear in Table 1. Thus, for example, $R\left(P, P^{\prime}\right)$ for $m=2$ involves $q_{2}$ and, from the table,

$$
q[2]=\frac{A\left(12 W^{2}-4 W\right)-6 C W+6 W+1}{2}
$$

giving

$$
q_{2}(z)=\frac{1}{2}\left\{\ln \left(1+\sqrt{\frac{2}{1-z}}\right)\left[12\left(\frac{1-z}{2}\right)^{2}-4 \frac{(1-z)}{2}\right]-12\left(\frac{1-z}{2}\right)^{3 / 2}+6\left(\frac{1-z}{2}\right)+1\right\}
$$

Note that $q[0]$ which appears in the $m=1$ case does not lead to a proper $r k$ since $q_{0}(1)$ is not finite. However, a proper $r k$ exists for any $m>1$, and the table can be used to define $q_{2 m-2}$ for $m=\frac{3}{2}, 2, \frac{5}{2}, \cdots, 6$.

We collect these results in
Theorem 2. The solutions $u_{n, m}$ and $u_{n, m, \lambda}$ to the problems: Find $u \in \mathscr{H}_{m}(S)$ to
$\left.\mathrm{A}^{\prime}\right) \quad$ minimize $Q_{m}(u)$ subject to $u\left(P_{i}\right)=z_{i}, i=1,2, \cdots, n$,
$\left.\mathrm{B}^{\prime}\right) \quad$ minimize $\frac{1}{n} \sum_{i=1}^{n}\left(u\left(P_{i}\right)-z_{i}\right)^{2}+\lambda Q_{m}(u)$,
are given by

$$
\hat{u}_{n, m}=\hat{u}_{n, m 0}, \quad \hat{u}_{n, m, \lambda}(P)=\sum_{i=1}^{n} c_{i} R\left(P, P_{i}\right)+d
$$

where $R\left(P, P^{\prime}\right)$ is defined by (3.3) and (3.4) and $\mathbf{c}$ and $d$ are determined by

$$
\left(R_{n}+n \lambda I\right) \mathbf{c}-d T=\mathbf{z}, \quad T^{\prime} \mathbf{c}=0
$$

where $R_{n}$ is the $n \times n$ matrix with $j, k$ th entry $R\left(P_{i}, P_{j}\right)$ and $T=(1, \cdots, 1)^{\prime}$.

## TAble 1

$$
q_{m}(z)=\int_{0}^{1}(1-h)^{m}\left(1-2 h z+h^{2}\right)^{-1 / 2} d h, \quad m=0,1, \cdots, 10,
$$

Key. $\left.q[m]=q_{m}[z], \quad A=\ln (1+1 / \sqrt{W}), \quad C=2 \sqrt{W}\right), W=(1-z) / 2$

| $q[0]$ | A |
| :---: | :---: |
| $q[1]$ | $2 A W-C+1$ |
| $q[2]$ | $\left(A\left(12 W^{2}-4 W\right)-6 C W+6 W+1\right) / 2$ |
| $q[3]$ | $\left(A\left(60 W^{3}-36 W^{2}\right)+30 W^{2}+C\left(8 W-30 W^{2}\right)-3 W+1\right) / 3$ |
| $q[4]$ | $\left(A\left(840 W^{4}-720 W^{3}+72 W^{2}\right)+420 W^{3}+C\left(220 W^{2}-420 W^{3}\right)-150 W^{2}-4 W+3\right) / 12$ |
| $q[5]$ | $\begin{gathered} \left(A\left(7560 W^{5}-8400 W^{4}+1800 W^{3}\right)+3780 W^{4}+C\left(-3780 W^{4}+2940 W^{3}-256 W^{2}\right)\right. \\ \left.-2310 W^{3}+60 W^{2}-5 W+6\right) / 30 \end{gathered}$ |
| $q[6]$ | $\begin{gathered} \left(A\left(27,720 W^{6}-37,800 W^{5}+12,600 W^{4}-600 W^{3}\right)+13,860 W^{5}\right. \\ \left.+C\left(-13,860 W^{5}+14,280 W^{4}-2772 W^{2}\right)-11970 W^{4}+1470 W^{3}+15 W^{2}-3 W+5\right) / 30 \end{gathered}$ |
| $q[7]$ | $\begin{aligned} & \left(A\left(360,360 W^{7}+582,120 W^{6}+264,600 W^{5}+29,400 W^{4}\right)+180,180 W^{6}\right. \\ & \quad+C\left(-180,180 W^{6}+231,000 W^{5}-71,316 W^{4}+3072 W^{3}\right) \\ & \left.\quad-200,970 W^{5}+46,830 W^{4}-525 W^{3}+21 W^{2}-7 W+15\right) / 105 \end{aligned}$ |
| $q[8]$ | $\begin{aligned} & \left(A\left(10,810,800 W^{8}-20,180,160 W^{7}+11,642,400 W^{6}+2,116,800 W^{5}+58,800 W^{4}\right)\right. \\ & +5,405,400 W^{7}+C\left(-5,405,400 W^{7}+8,288,280 W^{6}-3,538,920 W^{6}+363,816 W^{4}\right) \\ & \left.-7,387,380 W^{6}+2,577,960 W^{5}-159,810 W^{4}-840 W^{3}+84 W^{2}-40 W+105\right) / 840 \end{aligned}$ |
| $q[9]$ | $\begin{gathered} \left(A\left(61,261,200 W^{9}-129,729,600 W^{8}+90,810,720 W^{7}-23,284,800 W^{6}+1,587,600 W^{5}\right)\right. \\ +30,630,600 W^{8}+C\left(-30,630,600 W^{8}+54,654,600 W^{7}-29,909,880 W^{6}\right. \\ \left.+5,104,440 W^{5}-131,072 W^{4}\right)-49,549,500 W^{7}+23,183,160 W^{6} \\ \left.\quad-2,903,670 W^{5}+17,640 W^{4}-420 W^{3}+72 W^{2}-45 W+140\right) / 1,260 \end{gathered}$ |
| $q[10]$ | $\begin{gathered} \left(A \left(232,792,560 W^{10}-551,350,800 W^{9}+454,053,600 W^{8}-151,351,200 W^{7}+17,463,600 W^{6}\right.\right. \\ \left.-317,520 W^{5}\right)+116,396,280 W^{9}+C\left(-116,396,280 W^{9}+236,876,640 W^{8}\right. \\ \left.-158,414,256 W^{7}+38,507,040 W^{6}-2,462,680 W^{5}\right)-217,477,260 W^{8} \\ +127,987,860 W^{7}-24,954,930 W^{6}+930,006 W^{5}+2,940 W^{4} \\ \left.-180 W^{3}+45 W^{2}-35 W+126\right) / 1,260 \end{gathered}$ |

Of course the remarks following Theorem 1 concerning general continuous linear functionals and computing procedures apply here also.
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# THE MOLLIFICATION METHOD AND THE NUMERICAL SOLUTION OF AN INVERSE HEAT CONDUCTION PROBLEM* 

DIEGO A. MURIO $\dagger$


#### Abstract

We show how the inverse problem can be stabilized by reconstructing a slightly "blurred" image of the unknowns. The numerical problem is solved with an absolute minimum of computation and the proposed method is favorably compared against others commonly in use.


Key words. ill-posed problem, mollification method, heat transfer conduction

1. Introduction. In this paper we consider a transient heat conduction problem on a semi-infinite slab with one-dimensional symmetry in which, after measuring the transient temperature history $F(t)$ at some interior point $x_{1}$, we would like to recover the boundary heat flux $q(t)$ and temperature $f(t)$. The temperature history $F(t)$ is approximately measurable for all $t$ in $(-\infty, \infty)$.

This inverse problem is an improperly-posed problem in the sense of Hadamard [7]; that is, there are no decent norms for the data and solutions such that the solution depends continuously upon the data.

It is known that certain types of continuous dependence on data can usually be restored by restricting attention to those solutions satisfying certain prescribed global bounds; see Miller [9] and [10], for example. If the unknown function $q$ (or $f$ ) is quite smooth, for instance, it is reasonable to assume that some high order derivative of $q$ satisfies a known $L^{2}$-bound (Manselli and Miller [8]).

However, for many problems of interest it is to be expected that the unknown function is not very smooth. In this case, the inverse problem can be stabilized if, instead of attempting to find the point values of $q$, we content ourselves with attempting to reconstruct a slightly "blurred" image of $q$. One natural functional is $J_{\delta} q$, the " $\delta$ mollification" of $q$, that is, the convolution of $q$ with the Gaussian kernel $\rho_{\delta}$ of "blurring radius" $\delta$. Such an approach was also taken in [8].

One of the first papers on inverse heat conduction was written by Stolz [14]. His procedure is an integral equation method which, when discretized, allows a step by step recursive calculation of the solution, but which is unstable if the time steps are made small. Integral equation methods with step by step solutions are also used by Sparrow et al. [13] and by Beck [1], [2], who however adds the distinct improvement of allowing the least-squares use of several future data points to compute the solution at the present time. Burggraf [3] uses a truncation of the classical power series method for attempting to solve the Cauchy initial value problem; however, for this to be convergent the functions involved would have to be analytic and the space interval sufficiently small. Other approaches, using finite difference methods, are studied by Frank [6] and Davies [5].

In the papers mentioned above, the assumptions on the solutions and on the choice of parameters are not usually clearly stated and the consequent continuity with respect to the data is not adequately studied.

In § 2 we present the nondiscrete version of the semi-infinite one-dimensional problem with data specified on a continuum of times $t$ and data error measured in the $L^{2}$-norm, and derive stability bounds for the inverse problem.

[^5]The discretized version, involving data at only a discrete sampling of times, occupies our attention in § 3 .

In § 4 we introduce certain direct and inverse convolution kernels with which we shall compute our numerical solution and analyze the solution error. We also compare the mollification method (MM) against the one commonly in use due to J. Beck [12]. The graphical comparison of the inverse and direct kernels for the MM method and Beck's shows the clearly superior stability and monotonicity properties of the MM method for a given resolution width. Finally, we present more numerical results of interest.
2. Semi-infinite body. Description of the problem. We consider a semi-infinite slab with one-dimensional symmetry; after measuring the transient temperature history $F(t)$ at some interior point $x$, we would like to recover the boundary heat flux $q(t)$ and temperature $f(t)$.

We assume linear heat conduction with constant coefficients. After appropriate changes in the space and time scales we may consider without loss of generality the normalized problem with constant conductivity 1 and heat capacity 1 . Moreover, we measure the data temperature at the interior point $x_{1}=1$.

The problem can be described mathematically as follows:
The unknown temperature $u(x, t)$ satisfies

$$
\begin{gather*}
u_{t}=u_{x x}, \quad 0<x<\infty, \quad-\infty<t<\infty, \quad u \text { bounded as } x \rightarrow \infty,  \tag{2.1}\\
u(1, t)=F(t) \quad \text { with corresponding approximate data function } \bar{F}(t),  \tag{2.2}\\
-u_{x}(0, t)=q(t), \quad \text { the desired but unknown heat flux function. } \tag{2.3}
\end{gather*}
$$



The temperature function $f(t)$ is of course also desired, but since it depends simply and stably on $q(t)$ we do not need to bother to analyze its computation.

The sinusoidal in time solutions of the heat equation (2.1) are of the form

$$
\begin{equation*}
e^{-(\mu+i \sigma \mu) x} e^{i w t}, \quad \text { where } \mu=\sqrt{\frac{|w|}{2}}, \quad \sigma=\operatorname{sign}(w) \tag{2.4}
\end{equation*}
$$

From (2.2) and the boundary condition (2.3) we get

$$
\begin{equation*}
F(t) \equiv A q(t)=\frac{e^{-(\mu+i \sigma \mu)}}{\mu+i \sigma \mu} q(t) . \tag{2.5}
\end{equation*}
$$

Thus, if

$$
\begin{equation*}
q(t)=e^{i w t} \tag{2.6}
\end{equation*}
$$

then

$$
\begin{equation*}
A q(t)=\frac{e^{-(\mu+i \sigma \mu)}}{\mu+i \sigma \mu} e^{i w t} \tag{2.7}
\end{equation*}
$$

showing that the operator $A$ is strongly smoothing for high frequencies $w$. In fact, for the direct problem, a high frequency sinusoidal component is damped by the factor $\approx e^{-\mu}(\sqrt{2} \mu)^{-1}$ and delayed in its phase by the amount $1 / \sqrt{2|w|}+1 /|w|$.

Conversely, however, the inverse problem (attempting to go from $F(t)=A q(t)$ to $q(t)$ ) magnifies an error in a high frequency component by the factor $e^{\mu} \sqrt{2} \mu$, showing that this inverse problem is greatly ill-posed in the high frequency components.

The stabilized inverse problem. For the moment, in order to use Fourier integral analysis, we are going to assume that all the functions involved are $L^{2}$-functions on the whole line $(-\infty, \infty)$ and we will use the corresponding $L^{2}$-norm to measure errors. This is rather unnatural, since in many applications one might expect the temperature and the flux never to tend to 0 as $t \rightarrow \pm \infty$ but to oscillate about in bounded fashion forever. Nevertheless, this assumption will be later loosened by switching to $L^{2}$-norms on bounded intervals of interest.

There are several different ways to stabilize the inverse problem, despite the fact that errors in the high frequency components of $\bar{F}(t)$ are greatly magnified. One can, for example, hypothesize that the unknown $q$ itself is quite smooth, i.e., that some high order derivative of $q$ satisfies a known prescribed $L^{2}$-bound. For example, we might know a priori that

$$
\begin{equation*}
\left\|q^{\prime \prime}\right\| \leqq E . \tag{2.8}
\end{equation*}
$$

Since $\hat{q}^{\prime \prime}(w)=-w^{2} \hat{q}(w)$, this bound in terms of the Fourier transform means

$$
\begin{equation*}
\left[2 \pi \int_{-\infty}^{+\infty}\left|w^{2} \hat{q}\right|^{2} d w\right]^{1 / 2} \leqq E \tag{2.9}
\end{equation*}
$$

Such a bound, therefore, just forces the high frequency components of $\hat{q}$ to be fairly small. Since this is the case, we can attempt to determine rather stably the pointwise values $q(\xi)$ at times $\xi$ of interest.

We thus have the problem: Attempt to find the value of $q(\xi)$ at some time $\xi$ of interest, given that

$$
\begin{gather*}
\|A q-\bar{F}\| \leqq E  \tag{2.10}\\
\left\|q^{\prime \prime}\right\|<E \tag{2.11}
\end{gather*}
$$

However, this problem leads to only very poor stability. In fact, the error can be guaranteed to go down only logarithmically as $\varepsilon \rightarrow 0$.

On the other hand, for many problems of interest, it is to be expected that the unknown $q$ is not very smooth; thus only a $L^{2}$-bound on $q$ itself, rather than on some high order derivative of $q$, seems appropriate. Because of these considerations, it is natural to assume only a known $L^{2}$ global error bound on $q$,

$$
\begin{equation*}
\|q\| \leqq E . \tag{2.12}
\end{equation*}
$$

This bound in terms of the Fourier transform means

$$
\begin{equation*}
\left[2 \pi \int_{-\infty}^{+\infty}|\hat{q}|^{2} d w\right]^{1 / 2} \leqq E \tag{2.13}
\end{equation*}
$$

and in this case there is nothing that adequately forces down the high frequency part of $\hat{q}(w)$. Therefore, instead of attempting to find the pointwise values of $q$, we must lower our sights and seek instead some meaningful and useful functional of $q$ which strongly damps the high frequency part of $\hat{q}(w)$.

One such useful functional is $J_{\delta} q$, the " $\delta$-mollification" of $q$ at time $t$, defined as

$$
\begin{gather*}
J_{\delta} q(t) \equiv\left(\rho_{\delta^{*}} q\right)(t), \quad \text { where }  \tag{2.14}\\
\rho_{\delta}(t)=\frac{1}{\delta \sqrt{\pi}} e^{-t^{2} / \delta^{2}} \tag{2.15}
\end{gather*}
$$

is the Gaussian kernel of "blurring radius" $\delta$.
We notice that $\rho_{\delta}$ falls to nearly zero outside a few $\delta$ radii from its center, is positive and has total integral $1 . J_{\delta} q$ merely smooths off the corners of $q$ and damps those short term oscillations on a scale $\leqslant \delta$ while still representing faithfully the longer term features of $q$. The fact that, among all possible mollification kernels of "spread" $\delta$, the Gaussian kernel has the smallest spread of its Fourier transform makes it a natural choice to work with.

The Fourier transform of $J_{\delta} q$ is given by

$$
\begin{equation*}
\widehat{J_{\delta} q}(w)=2 \pi \hat{\rho}_{\delta} \cdot \hat{q}=e^{-w^{2} \delta^{2} / 4} \hat{q}(w) \tag{2.16}
\end{equation*}
$$

Clearly, this mollification damps those Fourier components of $q$ with wavelength $2 \pi / w$ much shorter than $2 \pi \delta$; the longer wavelengths are damped hardly at all.

Moreover, $J_{\delta} q(t)$ at $t=0$ gives

$$
\begin{equation*}
J_{\delta} q(0)=\int_{-\infty}^{+\infty} \rho_{\delta}(-s) q(s) d s=\int_{-\infty}^{+\infty} e^{-w^{2} \delta^{2} / 4} \hat{q}(w) d w \tag{2.17}
\end{equation*}
$$

We thus have the following stabilized problem: Attempt to find the linear function $J_{\delta} q(\xi)$ at some time $\xi$ of interest and for some assigned blurring radius $\delta$, given that $q$ is a particular function satisfying

$$
\begin{gather*}
\|A q-\bar{F}\| \leqq \varepsilon  \tag{2.18}\\
\|q\| \leqq E \tag{2.19}
\end{gather*}
$$

It will turn out in the stability analysis that the bound (2.19) is not necessary to stabilize this problem; the data error bound (2.18) by itself is sufficient to assure Lipschitz continuous dependence on the data as $\varepsilon$ tends to zero, provided we keep $\delta$ fixed.

However, the prescribed bound (2.19) can actually aid the stability in the case of $\varepsilon$ which are not small, or in the case of data at only discrete sampling points in a limited data interval, as will occur in the physically practical numerical methods of § 3 .

Stability analysis. The problem is now in a form that can be solved by the method of least-squares; see Miller [9] and [10].

This method is a "nearly-best-possible-method" in the sense that for any seminorm $\langle\cdot\rangle$ which might be used to measure the error, it gives an approximation $\bar{q}$ to $q$
which satisfies the error bound
(2.20) $\langle\bar{q}-q\rangle \leqq 2 M(\varepsilon, E)$, where $M(\varepsilon, E)$ is the "best-possible-stability-bound,"

$$
\begin{equation*}
M(\varepsilon, E)=\sup \{\langle q\rangle:\|A q\| \leqq \varepsilon,\|q\| \leqq E\} . \tag{2.21}
\end{equation*}
$$

As a seminorm to measure the error, we will use the absolute value of the linear function $J_{\delta} q(\xi)$ at some fixed time $\xi$ of interest, i.e.,

$$
\begin{equation*}
\langle q(\xi)\rangle=\left|J_{\delta} q(\xi)\right| . \tag{2.22}
\end{equation*}
$$

If $q$ satisfies (2.18) and (2.19), it also satisfies

$$
\begin{equation*}
\|\bar{F}-A q\|^{2}+\left(\frac{\varepsilon}{E}\right)^{2}\|q\|^{2} \leqq 2 \varepsilon^{2} \tag{2.23}
\end{equation*}
$$

and we have lost at most a factor of $\sqrt{2}$ going from the two constraints to the one.
Let our approximation $\bar{q}$ be chosen such as to minimize

$$
\begin{equation*}
\left\{\|\bar{F}-A q\|^{2}+\left(\frac{\varepsilon}{E}\right)^{2}\|q\|^{2}\right\} . \tag{2.24}
\end{equation*}
$$

The canonical equation for this minimization is given by

$$
\begin{equation*}
\left\{A^{*} A+\left(\frac{\varepsilon}{E}\right)^{2} I\right\} \bar{q}=A^{*} \bar{F} \tag{2.25}
\end{equation*}
$$

We can now derive an estimate for $M(\varepsilon, E)$ for the linear functional $J_{\delta} q(\xi)$. We may of course assume the time of interest to be $\xi=0$.

We want the supremum of

$$
\begin{equation*}
\left|J_{\delta} q(0)\right|=\left|\int_{-\infty}^{+\infty} e^{-w^{2} \delta^{2} / 4} \hat{q}(w) d w\right| \tag{2.26}
\end{equation*}
$$

with respect to the two constraints

$$
\begin{equation*}
\|A q\|^{2}=2 \pi \int_{-\infty}^{+\infty}\left|\frac{e^{-(\mu+i \sigma \mu)}}{\mu+i \sigma \mu} \hat{q}(w)\right|^{2} d w \leqq \varepsilon^{2} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\|q\|^{2}=2 \pi \int_{-\infty}^{+\infty}|\hat{q}|^{2} d w \leqq E^{2} \tag{2.28}
\end{equation*}
$$

However, it is sufficient to bound (2.26) by the single constraint (2.27) alone. Using the Cauchy inequality, we obtain

$$
\begin{align*}
\left|J_{\delta} q(0)\right| & \leqq \varepsilon(2 \pi)^{-1 / 2}\left\{\int_{-\infty}^{+\infty}\left|e^{-w^{2} \delta^{2} / 4} e^{\mu+i \sigma \mu}(\mu+i \sigma \mu)\right|^{2} d w\right\}^{1 / 2} \\
& \leqq \varepsilon \pi^{-1 / 2}\left\{\int_{-\infty}^{+\infty} e^{-w^{2} \delta^{2} / 2} e^{2 \mu} \mu^{2} d w\right\}^{1 / 2} \tag{2.29}
\end{align*}
$$

Since $e^{-w^{2} \delta^{2} / 2}$ is about 0.6 for $w \leqq w_{1} \equiv 1 / \delta$ and falls rapidly to zero for $w>$ $w_{1}$, while on the other hand $\mu^{2} e^{2 \mu}=(w / 2) e^{\sqrt{2 w}}$ grows only slowly with $w$, it
follows that

$$
\begin{align*}
\left|J_{\delta} q(0)\right| & \leqq 2 \varepsilon \pi^{-1 / 2}\left\{\int_{0}^{w_{1}} \mu^{2} e^{2 \mu} d w\right\}^{1 / 2}  \tag{2.30}\\
& \leqq \varepsilon 2^{1 / 2} \pi^{-1 / 2} \delta^{-1} \exp (1 / \sqrt{2 \delta})
\end{align*}
$$

which as $\varepsilon \rightarrow 0$ becomes the best possible bound but for a factor of two, for fixed $\delta$.
This shows that the error can be guaranteed to go down in Lipschitz fashion as $\varepsilon \rightarrow 0$ for fixed $\delta$.
3. Discretized problem. Transition to the discrete case. For many problems of interest, the requirement that our functions are $L^{2}$-bounded on the whole infinite interval $(-\infty, \infty)$ is very unnatural. Instead, it seems more appropriate to assume that $q$ is locally $L^{2}$-bounded, uniformly on every sufficiently long interval, and that the data for $A q$ are measured at a discrete set of equally spaced data points in some finite interval of length $\beta$; we then seek to reconstruct $J_{\delta} q(\xi)$ at some point $\xi$ approximately opposite the middle of the data set, as shown in Fig. 1.


Fig. 1

We pose, then, the following precise problem: Suppose $q$ is an unknown function satisfying

$$
\begin{gather*}
\|\bar{F}-A q\|_{\text {data set }} \leqq \varepsilon  \tag{3.1}\\
\|q\|_{C} \leqq E \tag{3.2}
\end{gather*}
$$

for every interval $C$ of length greater than or equal to a certain minimal value $\beta_{0} \leqq \beta$. We wish to approximately determine the linear functional $J_{\delta} q(\xi)$ at some time $\xi$ of interest; without loss of generality, we choose our point of reconstruction to be $\xi=0$.

In this problem, the data set consists of $K$ points $d_{1}, \cdots, d_{k}$ in the interval $[-\beta / 2, \beta / 2]$, with equal spacing $\Delta s=\beta /(K-1)$. The data function $\bar{F}$ is a discrete function measured at these sampling points. The two norms used are the discrete (on the data set) and continuous (on the interval $C$ ) root mean square norms.

The interval $[-\beta / 2, \beta / 2]$ should contain all the data for $A q$ which might reasonably be expected to enter into the reconstruction of $q$ at time $\xi=0$, provided we make $\beta$ sufficiently large. If that is the case, since the operator $A$ makes $A q$ so smooth, we have reason to believe that a discrete data sampling of $A q$ in $[-\beta / 2, \beta / 2]$ contains just about as much information as a continuous sampling, provided that the sampling interval $\Delta s$ is made sufficiently small.
$A q$ is given by the integral operator

$$
\begin{equation*}
A q(t)=\int_{-\infty}^{t} P(t-s) q(s) d s \tag{3.3}
\end{equation*}
$$

where the kernel function $P$ has the formula

$$
P(t-s)= \begin{cases}(\pi(t-s))^{-1 / 2} \exp (-1 / 4(t-s)) & \text { if } t>0  \tag{3.4}\\ 0 & \text { if } t \leqq 0\end{cases}
$$

We note that $P$ is nearly zero for small $t-s$, rises up to a maximum at $t-s=0.5$ and then slowly decreases monotonically to zero. We therefore see that the values of $q$ near the time $\xi$ of interest influence the value of the data $A q(t)$ almost not at all for small $t-\xi$, and very much for longer $t-\xi$.

In other words, $A q(t)$ depends strongly on almost the entire "past history of $q$." This means that $\beta / 2$ should be taken so large that the number of points in the discrete data sampling interval $[-\beta / 2, \beta / 2]$ will become enormous when the sampling interval $\Delta s$ is made sufficiently small.

One way of avoiding this fact is to subtract from the actual data $A q(t)$ the influence of the past history of $q$. Of course, this implies the knowledge of $q$ for all previous times. Because of this difficulty, we will lower our goal for the moment and assume, as an alternative,

$$
\begin{equation*}
A q(t) \equiv 0 \quad \text { for } t \leqq 0 \tag{3.5}
\end{equation*}
$$

The choice of $\beta / 2$ sufficiently large certainly allows us to approximate our problem rigorously by a completely discretized one, with $q$ replaced on the constraint set $[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]$ by a piecewise polynomial $\bar{q}$ of the form

$$
\begin{equation*}
\bar{q}(t)=\sum_{j=1}^{L} a_{j}(t) I_{j}(t) \quad \text { with }(L+1) \Delta t=\beta . \tag{3.6}
\end{equation*}
$$

Here, $I_{j}(t)$ is the characteristic function of the $j$ th subinterval $\left[\left(j-\frac{1}{2}\right) \Delta t-\beta / 2,\left(j+\frac{1}{2}\right) \Delta t-\right.$ $\beta / 2$ ], and

$$
\begin{equation*}
a_{j}(t)=\sum_{i=1}^{M} X_{j}^{i} \Psi_{i}(t) \tag{3.7}
\end{equation*}
$$

where the $\Psi_{i}$ 's are some suitable chosen basic functions or low order polynomials.
Since the operators $A$ and $J_{\delta}$ are very smoothing, it is easy to pick $\Delta t$ sufficiently small such that $A(\bar{q}-q)<0.1 \varepsilon$ on the data set and $J_{\delta}(\bar{q}-q)$ is negligibly small at the reconstruction point $\xi$ of interest.

For the numerical application of the method of least-squares to a related problem, where $q$ is assumed to be a $\beta$-periodic $N$ th order trigonometric sum over the interval of interest instead of the approximation mentioned above, see Manselli and Miller [8] and Murio [11].

In order to emphasize just the flexibility of making a complete discretization of the problem, we may replace the $L^{2}$-norm in the constraint set $[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]$ by the $l^{2}$ or root mean square norm on a discrete set of $L$ equally spaced points $c_{1}, \cdots, c_{L}$, with $c_{1}=-\beta / 2+\Delta t$ and $c_{L}=\beta / 2-\Delta t$.

Thus, any unknown function satisfying (3.1), (3.2) and (3.5) can be well approximated by some finite sum $\bar{q}$ of the form (3.6), in the precise sense that
(i) $J_{\delta} \bar{q}-J_{\delta} q$ is negligibly small at the time $\xi$ of interest,
(ii) $\|\bar{F}-A \bar{q}\|_{[-\beta / 2, \beta / 2]} \leqq 1.1 \varepsilon$,
(iii) $\|\bar{q}\|_{[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]} \leqq E$,
(iv) $\bar{F}=0$ on $[-\beta / 2,0]$.

In the following we are going to wipe out all distinctions in the notation between $\varepsilon$ and $1.1 \varepsilon, \bar{q}$ and $q$, and we will concentrate on solving the discretized problem.

Numerical method. Given a function $q$ on $[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]$ of the form

$$
\begin{equation*}
q(t)=\sum_{j=1}^{L} a_{j}(t) I_{j}(t) \tag{3.9}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\|A q-\bar{F}\|_{[-\beta / 2, \beta / 2]} \leqq \varepsilon \quad \text { with } \bar{F}=0 \quad \text { on }[-\beta / 2,0] \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\|q\|_{[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]} \leqq E, \tag{3.11}
\end{equation*}
$$

we wish to approximately determine the linear functional $J_{\delta} q(\xi)$ at the point of interest $\xi=0$.

Combining the two constraints into one, and losing at most a factor of $\sqrt{2}$ in the process, we have

$$
\begin{equation*}
\phi(q)=\|A q-\bar{F}\|_{[-\beta / 2, \beta / 2]}^{2}+\left(\frac{\varepsilon}{E}\right)^{2}\|q\|_{[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]}^{2} \leqq 2 \varepsilon^{2} . \tag{3.12}
\end{equation*}
$$

Our least-squares approximation is chosen to be that element $q^{0}$ of the form (3.9) (with coefficient vector $x^{0}$ ) which minimizes

$$
\begin{equation*}
\phi(q)=\left\{\|A q-\bar{F}\|_{[-\beta / 2, \beta / 2]}^{2}+\left(\frac{\varepsilon}{E}\right)^{2}\|q\|_{[-\beta / 2+\Delta t / 2, \beta / 2-\Delta t / 2]}^{2}\right\} . \tag{3.13}
\end{equation*}
$$

Next, we write the quadratic functional $\phi(q)$ in terms of the coefficient vector $x$ of $q$.

Thus, the least-squares problem becomes

$$
\begin{equation*}
\operatorname{minimize} \phi(x)=\|H x-h\|_{K}^{2}+\left(\frac{\varepsilon}{E}\right)^{2}\|I x\|_{N}^{2}, \tag{3.14}
\end{equation*}
$$

where $x$ is the $N$-dimensional partitioned vector with components

$$
\begin{equation*}
x_{j}=\left(x_{i}^{1}, x_{j}^{2}, \cdots, x_{j}^{M}\right)^{*}, \quad j=1, \cdots, L, \quad N=L \times M, \tag{3.15}
\end{equation*}
$$

$h$ is the vector with elements

$$
\begin{equation*}
h_{k}=\bar{F}\left(d_{k}\right) / \sqrt{K}, \quad k=1, \cdots, K, \tag{3.16}
\end{equation*}
$$

$H$ is the $K \times N$ partitioned matrix with elements

$$
\begin{align*}
& H_{k j}=K^{-1 / 2}\left(\sum_{i=1}^{M} \theta_{i}\left(d_{k}+\beta / 2-\left(j-\frac{1}{2}\right) \Delta t\right)-\theta_{i}\left(d_{k}+\beta / 2-\left(j+\frac{1}{2}\right) \Delta t\right)\right)  \tag{3.17}\\
& k=1,2, \cdots, K, \quad j=1,2, \cdots, L .
\end{align*}
$$

Here $\theta_{i}(s, t)$ is the temperature response at the point $s$ corresponding to a surface flux $\Psi_{i}(0, t)$.

The vector $x^{0}$ minimizing (3.14) is the solution of the normal equations

$$
\begin{equation*}
Z x^{0}=\left(H^{*} H+\left(\frac{\varepsilon}{E}\right)^{2} I\right) x^{0}=H^{*} h \tag{3.18}
\end{equation*}
$$

The desired linear functional can be wrtten as

$$
\begin{equation*}
J_{\delta} q(\xi)=\left(\rho_{\delta^{*}} q\right)(\xi)=\frac{1}{\delta \sqrt{\pi}} \sum_{j=1}^{L} \sum_{i=1}^{M} x_{j}^{i} \int_{\left(j-\frac{1}{2}\right) \Delta t-\beta / 2}^{\left(j+\frac{1}{2}\right) \Delta t+\beta / 2} e^{-(\xi-s)^{2} / \delta^{2}} \Psi i(s) d s \tag{3.19}
\end{equation*}
$$

If we consider the $N$-dimensional partitioned vector with components

$$
\begin{equation*}
v_{j}=\left(v_{i}^{1}, v_{j}^{2}, \cdots, v_{j}^{M}\right)^{*}, \quad j=1, \cdots, L, \tag{3.20}
\end{equation*}
$$

writing

$$
\begin{equation*}
v_{j}^{i}=\frac{1}{\delta \sqrt{\pi}} \int_{\left(j-\frac{1}{2}\right) \Delta t-\beta / 2}^{\left(j+\frac{1}{2}\right) \Delta t+\beta / 2} e^{-(\xi-s)^{2} / \delta^{2}} \Psi_{i}(s) d s, \quad i=1, \cdots, M \tag{3.21}
\end{equation*}
$$

we have, using (3.15),

$$
\begin{equation*}
J_{\delta} q(\xi)=\sum_{j=1}^{L} \sum_{i=1}^{M} x_{j}^{i} v_{j}^{j}=\sum_{j=1}^{L}\left(x_{j}, v_{j}\right) \tag{3.22}
\end{equation*}
$$

or

$$
\begin{equation*}
J_{\delta} q(\xi)=(x, v) \tag{3.23}
\end{equation*}
$$

From (3.18), it follows that

$$
\begin{equation*}
J_{\delta} q(\xi)=\left(Z^{-1} H^{*} h, v\right)=\left(h, H Z^{-1} v\right) \equiv(h, V) \tag{3.24}
\end{equation*}
$$

The vector $V=H Z^{-1} v$ can be computed and stored once and for all for the time $\xi$ of interest.

Therefore

$$
\begin{equation*}
J_{\delta} q(\xi)=\sum_{k=1}^{K} h_{k} V_{k} \tag{3.25}
\end{equation*}
$$

If our data $\bar{F}$ are measured at a whole long sequence of sample points with equal spacing $\Delta s=\beta /(k-1)$, we can just translate our data set along the $t$-axis by the multiples $T_{j}=j \Delta s, j$ integer, and attempt to reconstruct our linear functional $J_{\delta} q$ at the new points using the previous weights given by (3.24), if and only if we are able to repeat the conditions for the reconstruction at $\xi=0$, which requires that $\bar{F}$ be $\equiv 0$ for $t \leqq T_{i}$.

This can actually be achieved if we subtract the influence upon the data of the last reconstructed point. In doing so, we subtract the influence upon the data of the last $J_{\delta} q$ instead of $q$, but this is allowed since $A$ is a smoothing operator and therefore the high frequency components die out very fast in Aq.

Hence, our approximation at any desired point $T_{j}$ is given by the very cheap and simple discrete convolution against the data sequence, updated as mentioned,

$$
\begin{equation*}
J_{\delta} q\left(T_{j}\right)=\sum_{k=1}^{K} \bar{F}\left(T_{j}+d_{k}\right)\left(\frac{V_{k}}{\sqrt{K}}\right) \tag{3.26}
\end{equation*}
$$

Beck's method. In this section we would like to review a numerical method which is commonly in use, due to J. V. Beck [1], [2], [12].

Assuming that the approximate solution has been computed for times $t<T_{j}$ and that its influence upon the future data has been subtracted to give an adjusted future data $\bar{F}$, as described in the previous section, Beck then considers $q(t)$ to be a low order polynomial over a short portion of the future time record (several time steps in the discretized data). One adjusts the coefficients in the polynomial expansion so that $A q$ most nearly fits the adjusted future data $\bar{F}$ in the least-squares sense over this short analysis interval. This solution is then taken as the accepted value of $q(t)$ over the $T_{j}$ single time step only. The analysis interval is then shifted one time step and the entire process is repeated.

If $q(t)$ is a piecewise constant function, and $r$ future temperatures are considered during the entire process, Beck's method reduces to

$$
\begin{equation*}
q_{M}=\frac{\sum_{j=1}^{r+1} \bar{F}_{M+j-1} \phi_{j}-\sum_{j=1}^{M-1} q_{M-j}\left(\phi_{1} \Delta \phi_{j}+\cdots+\phi_{r+1} \Delta \phi_{j+r}\right)}{\sum_{j=1}^{r+1} \phi_{j}^{2}}, \quad q_{0} \equiv 0 . \tag{3.27}
\end{equation*}
$$

Here

$$
\bar{F}_{M}=\bar{F}(M \Delta t), \quad q_{M}=q\left(0,\left(M-\frac{1}{2}\right) \Delta t\right), \quad \phi_{j}=\phi(1, j \Delta t), \quad \Delta \phi_{j}=\phi_{i+1}-\phi_{j} .
$$

The function $\phi(x, t)$ is the temperature response at point $x$ for a unit step rise for the surface flux, i.e.,

$$
\begin{equation*}
\phi(x, t)=2 \pi^{-1 / 2} t^{1 / 2} e^{-x^{2} / 4 t}-x \operatorname{erfc}\left(\frac{x}{2} t^{-1 / 2}\right) \tag{3.28}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{erfc}(x)=2 \pi^{-1 / 2} \int_{x}^{\infty} e^{-s^{2}} d s \tag{3.29}
\end{equation*}
$$

It has been shown in [1] that in order to have stability and at the same time a relatively good resolution, the product $r \Delta t$ should be taken larger than a certain minimum value and less than approximately 0.3 . In this context, $r=3$ seems to allow the maximum flexibility in the choice of the sample intervals $\Delta t$ of interest, as determined in [1] and by our own experimentation.

We notice that if $q(t)$ is considered to be a piecewise constant function, the unknown $N$-dimensional vector $x$ for the mollified method becomes an $L$-dimensional one, since from (3.15) $N=L \times M=L \times 1$.

Also, (3.16) becomes

$$
\begin{align*}
H_{k j}=K^{-1 / 2}\left(\phi\left(d_{k}+\beta / 2-\left(j-\frac{1}{2}\right) \Delta t\right)-\phi\left(d_{k}+\beta / 2-\left(j+\frac{1}{2}\right) \Delta t\right)\right),  \tag{3.30}\\
k=1,2, \cdots, K, \quad j=1,2, \cdots, L, \quad \phi \text { as in (3.28), }
\end{align*}
$$

and (3.21) is now

$$
\begin{align*}
& v_{j}=\frac{1}{\delta \sqrt{\pi}} \int_{\left(j-\frac{1}{2}\right) \Delta t-\beta / 2}^{\left(j+\frac{1}{2}\right) \Delta t-\beta / 2} e^{-(\xi-s)^{2} / \delta^{2}} d s, \quad j=1,2, \cdots, L,  \tag{3.31}\\
& v_{j}=\Phi\left(\frac{\left(j+\frac{1}{2}\right) \Delta t-\beta / 2-\xi}{\sigma}\right)-\Phi\left(\frac{\left(j-\frac{1}{2}\right) \Delta t-\beta / 2-\xi}{\sigma}\right), \tag{3.32}
\end{align*}
$$

where $\Phi$ is the normalized Gaussian distribution function and $\sigma=\delta / \sqrt{2}$.

## 4. Numerical results.

Direct kernels. Comparison with Beck's method. In order to test the accuracy of our method, we would like, first, to approximately reconstruct a delta function at time $t=0$ in $u_{x}(0, t)=q(t)$, by solving the problem

$$
\begin{align*}
& u_{t}=u_{x x}, \quad 0<x<\infty, \quad t>0, \\
& u(1, t)=\bar{F}(t), \quad \text { data },  \tag{4.1}\\
& u_{x}(0, t)=\delta_{0}(t), \quad \text { unknown }, \\
& u(x, 0)=0, \quad 0 \leqq x<\infty .
\end{align*}
$$

We generate the exact data as the solution of the well-posed problem

$$
\begin{align*}
& u_{t}=u_{x x}, \quad 0<x<\infty, \quad t>0, \\
& u_{x}(0, t)=\delta_{0}(t),  \tag{4.2}\\
& u(x, 0)=0, \quad 0 \leqq x<\infty .
\end{align*}
$$

The solution $u(x, t)$ is the kernel

$$
\begin{equation*}
u(x, t)=(\pi t)^{-1 / 2} e^{-x^{2} / 4 t} \tag{4.3}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
u(1, t)=\bar{F}(t)=(\pi t)^{-1 / 2} e^{-1 / 4 t} \tag{4.4}
\end{equation*}
$$

Several numerical solutions of the problem (4.1), the direct kernels, have been computed, using the MM method and Beck's, for different values of the parameters involved. The parameters have the following meaning:
$\beta$ : Length of data interval.
$\Delta s$ : Step size sampling for data interval.
$\Delta t$ : Step size for reconstruction set.
$\delta$ : Radius of mollification.
The results are shown in Figs. 2, 3, 4 and 5.
In Table 1 the apparent "support" indicates the interval in which the absolute value of the reconstructed function is greater than $10^{-2}$.

In all cases, the maximum value is attained at $t=0$. Both methods conserve the total integral extremely well since the kernel integrals are practically 1 . We also observe that while the direct kernels for the MM method are always positive and symmetric, the direct kernels for Beck's method are slightly nonsymmetric and become partially negative as $\Delta t$ decreases.

Inverse kernels. Comparison with Beck's method. In order to investigate the stability of our numerical method, we would like to know the amplification factor associated with errors in the data when using the numerical procedures.

We notice that any piecewise constant data function can be expressed by a discrete convolution against the numerical delta function $N(t)$ defined by

$$
N(t)= \begin{cases}1 / \Delta s & \text { if }-\frac{1}{2} \Delta s \leqq t<\frac{1}{2} \Delta s  \tag{4.5}\\ 0 & \text { otherwise }\end{cases}
$$

Moreover, if we know the solution for the numerical delta function in the data, our inverse kernel, it follows by linearity that the total error in the solution can be obtained as the discrete convolution of the data error against the inverse kernel.


Fig. 2. Direct kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ exact data.

$$
\text { MM: } \delta=4 \Delta t=0.2 ;--- \text { Beck: } 2 \Delta t=0.2
$$



Fig. 3. Direct kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ exact data. ——MM: $\delta=4 \Delta t=0.1 ;---$ Beck: $2 \Delta t=0.1$.


Fig. 4. Direct kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ exact data. ———MM: $\delta=4 \Delta t=0.05 ;---$ Beck: $2 \Delta t=0.05$.


Fig. 5. Direct kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ exact data.
MM: $\delta=4 \Delta t=0.2,0.1,0.05$.

Table 1
For Figs. 2, 3, 4, 5

| MM |  | Beck | MM |  | Beck | MM |  | Beck |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | 2 |  | 1 |  | 1 |  |  |  |
| $\Delta t$ | 0.05 | 0.1 | 0.025 | 0.05 | 0.0125 | 0.025 |  |  |
| $\Delta s$ | $\Delta t / 2$ |  | $\Delta t / 2$ |  | $\Delta t / 2$ |  |  |  |
| $\varepsilon / E$ | 0 |  | 0 |  | 0 |  |  |  |
| $\delta$ | $4 \Delta t$ |  | $4 \Delta t$ |  | $4 \Delta t$ |  |  |  |
| Max. Value | 2.820 | 2.552 | 5.641 | 5.897 | 11.280 | 15.600 |  |  |
| "Support" | $[-0.6,0.6]$ | $[-0.3,1.1]$ | $[-0.3,0.3]$ | $[-0.2,0.6]$ | $[-0.15,0.15]$ | $[-0.12,0.3]$ |  |  |
| Integral | 0.9995 | 0.9993 | 0.9999 | 0.9999 | 1.0000 | 1.0000 |  |  |

If we solve the problem

$$
\begin{align*}
& u_{t}=u_{x x}, \quad 0<x<\infty, \quad-\infty<t<\infty, \\
& u(1, t)=N(t), \quad \text { data, }  \tag{4.6}\\
& u_{x}(0, t)=I K, \quad \text { unknown, }
\end{align*}
$$

using the MM method and Beck's, we find the inverse kernels shown in Figs. 6, 7 and 8 for different values of the parameters. The analysis of the inverse kernels show that the amplification factor for Beck's method is much larger than ours even though both methods have almost equal resolution according with the direct kernels in Figs. 2, 3 and 4.


Fig. 6. Inverse kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ discrete $\delta$ function.
——MM: $\delta=4 \Delta t=0.2:-\ldots$ Beck: $2 \Delta t=0.2$.


Fig. 7. Inverse kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ discrete $\delta$ function. ——MM: $\delta=4 \Delta t=0.1 ;--$ Beck: $2 \Delta t=0.1$.


Fig. 8. Inverse kernels. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ discrete $\delta$ function. $— — \mathrm{MM}: \delta=4 \Delta t=0.05 ;---$ Beck: $2 \Delta t=0.05$.

TABLE 2
For Figs. 6, 7, 8

| MM |  |  | Beck | MM |  | Beck |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM |  | Beck |  |  |  |  |
| $\beta$ | 2 |  | 1 |  | 1 |  |
| $\Delta t$ | 0.05 | 0.1 | 0.025 | 0.05 | 0.0125 | 0.025 |
| $\Delta s$ | $\Delta t / 2$ |  | $\Delta t / 2$ |  | $\Delta t / 2$ |  |
| $\varepsilon / E$ | 0 |  | 0 |  | 0 |  |
| $\delta$ | $4 \Delta t$ |  | $4 \Delta t$ |  | $4 \Delta t$ |  |

The most important feature of the inverse kernels is the fact that they nearly have compact support. This allows us to actually compute the solution by means of the discrete convolution

$$
\begin{equation*}
J_{\delta} q(t)=(I K * \bar{F})(t) \tag{4.7}
\end{equation*}
$$

without needing the history of $\bar{F}$ for very long times either before or after the time $t$. The inverse kernels are computed once and for all for fixed $\Delta t$ at the points $s_{j}= \pm j \Delta t$, $j=0,1, \cdots, m$, which include the "support" interval of $I K$. Then if we want to reconstruct the functional $J_{\delta} q$ at any time $T_{i}=i \Delta t, i$ integer, we read the data in the interval $\left[T_{i}-S_{m}, T_{i}+S_{m}\right.$ ] and merely use (4.7) in the form

$$
\begin{equation*}
J_{\delta} q(T i)=\Delta t \sum_{j=-m}^{m} \bar{F}\left(T_{i}-j \Delta t\right) I K(j \Delta t) . \tag{4.8}
\end{equation*}
$$

More numerical results. The solution of the direct problem

$$
\begin{align*}
& v_{t}=v_{x x}, \quad 0<x<\infty, \quad-\infty<t<\infty, \\
& v_{x}(0, t) \equiv H(t), \tag{4.9}
\end{align*}
$$

the Heaviside function, as data, is given by

$$
\begin{equation*}
v(x, t)=\frac{2}{\sqrt{\pi}} \sqrt{t} e^{-x^{2} / 4 t}-x \operatorname{erfc}\left(\frac{x}{2 \sqrt{t}}\right), \quad t>0 \tag{4.10}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
v(1, t)=\frac{2}{\sqrt{\pi}} \sqrt{t} e^{-1 / 4 t}-\operatorname{erfc}\left(\frac{1}{2 \sqrt{t}}\right), \quad t>0 . \tag{4.11}
\end{equation*}
$$

We would like to approximately reconstruct a step function in the flux $u_{x}(0, t)=q(t)$ for $t \in[.1+\Delta t / 2, .3+\Delta t / 2]$, by solving the problem

$$
\begin{align*}
& u_{t}=u_{x x}, \quad 0<x<\infty, \quad-\infty<t<\infty \\
& u(1, t)=\bar{F}(t), \quad \text { data, }  \tag{4.12}\\
& u_{x}(0, t)=H(t-(.1+\Delta t / 2))-H(t-(.3+\Delta t / 2)), \quad \text { unknown. }
\end{align*}
$$

Of course, the exact data $F(t)$ are obtained from (4.11); i.e.,

$$
\begin{equation*}
F(t)=v(1, t-(.1+\Delta t / 2))-v(1, t-(.3+\Delta t / 2)) . \tag{4.13}
\end{equation*}
$$

The solution of the problem (4.12) has been computed using both the MM with $\Delta t=.0125, \Delta s=\Delta t / 2, \beta=1, \varepsilon / E=0, \delta=4 \Delta t$, and Beck's method with $\Delta t=0.025$ and $r=3$. The results are shown in Fig. 9. Our method produces the nearly exact mollified step function as desired. Beck's method produces $\approx 10 \%$ overshoot at the leading edge.


Fig. 9. Reconstructed flux $q(t)$ corresponding to $\bar{F}(t)=$ exact data.
MM: $\delta=4 \Delta t=0.05 ;---$ Beck: $2 \Delta t=0.05$.


Fig. 10. Reconstructed flux $q(t)$ corresponding to data with $1 \%$ random error. $\mathrm{MM}: \delta=4 \Delta t=0.05$.

The solution of problem (4.12) has also been computed using the same parameters but with a $1 \%$ random error added to the data; i.e.,

$$
\begin{equation*}
\bar{F}(t)=F(t)+.01 \theta \max |F(t)|, \tag{4.14}
\end{equation*}
$$

where $\theta$ is a random variable with values in $[-1,1], F(t)$ is given by (4.13) and $\max |F(t)| \approx 0.5$. The MM produces an approximately $10 \%$ error as shown in Fig. 10. Beck's method, however, produces oscillations of the order $\pm 60$. This huge amplification of experimental errors is of course predictable because of the large oscillations of the corresponding inverse kernel.

## REFERENCES

[1] J. V. BECK, Calculation of surface heat flux from an internal temperature history, ASME Paper 62-HT-46, 1962.
[2] - Nonlinear estimation applied to the nonlinear inverse heat conduction problem, Michigan State University, Department of Mechanical Engineering Report, 1969.
[3] O. R. BURGGRAF, An exact solution of the inverse problem in heat conduction theory and applications, J. Heat Transfer, 86C (1964), pp. 373-382.
[4] H. S. Carslaw and O. C. Jaeger, Conduction of Heat in Solids, 2nd edition, Oxford University Press, London, 1959.
[5] J. M. Davies, Input power determined from temperature in a simulated skin protected against thermal radiation, J. Heat Transfer, 88C (1966), pp. 154-160.
[6] I. Frank, An application of least squares methods . . . J. Heat Transfer, 86C (1964), pp. 373-382.
[7] J. Hadamard, Le Problème de Cauchy, Herman et Cie., Paris, 1932.
[8] P. MANSELLI AND K. Miller, Calculation of the surface temperature and heat flux on one side of a wall from measurements on the opposite side, Ann. Mat. Pura Appl., to appear.
[9] K. Miller, Least squares method for ill-posed problems with a prescribed bound, SIAM J. Math. Anal., 1 (1970), pp. 52-74.
[10] K. Miller and G. A. Viano, On the necessity of nearly-best possible methods for analytic continuation of scattering data, J. Math. Physics, 14 (1973), pp. 1037-1041.
[11] D. Murio, Numerical methods for inverse transient heat conduction problems, Union Matemática Argentina, to appear.
[12] R. J. Muzzy, J. H. Avila And D. E. Root, Determination of transient heat transfer coefficients and the resultant surface heat flux from internal temperature measurements, General Electric Topical Report GEAP-20731, 1975.
[13] E. M. Sparrow, A. Haji-Sheikh and T. S. Lundgren, The inverse problem in transient heat conduction, J. Applied Mech., 86E (1964), pp. 309-375.
[14] G. Stolz Jr., Numerical solutions to an inverse problem of heat conduction, J. Heat Transfer, 82C (1960), pp. 20-26.

# ON TRACING AN IMPLICITLY DEFINED CURVE BY QUASI-NEWTON STEPS AND CALCULATING BIFURCATION BY LOCAL PERTURBATIONS* 

KURT GEORG $\dagger$


#### Abstract

An algorithm is presented which traces an implicitly defined curve ( $H(x)=0$ for $H: \mathbb{R}^{N+1} \rightarrow$ $\mathbb{R}^{\boldsymbol{N}}$ ). The Davidenko-IVP is integrated by a self-correcting predictor-corrector method which does not evaluate the Jacobians of $H$ explicitly. Instead, a quasi-Newton method of C. Broyden [Math. Comp., 19 (1965), pp. 577-593] is used in the corrector phase. It is then shown how the algorithm may be used to locate bifurcation points and trace the bifurcating branches by introducing local perturbations of $H$ in the sense of H . Jürgens, H. O. Peitgen, and D. Saupe [in Analysis and Computation of Fixed Points, S. M. Robinson, ed., Academic Press, New York]. Numerical results are reported on a difficult test problem and on the bifurcation of periodic solutions of a differential delay equation.


Key words. curve tracing, homotopy method, continuation method, quasi-Newton update, bifurcation, nonlinear algebraic systems

1. Introduction. Let us assume that $H: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$ is a (sufficiently) smooth map and zero a regular value of $H$; i.e., the Jacobian $H^{\prime}(x)$ has rank $N$ for $H(x)=0$. By a repeated application of the implicit function theorem it may be seen [29] that $H^{-1}(0)$ consists of a disjoint union of simple smooth curves $c(\cdot): \mathbb{R} \rightarrow \mathbb{R}^{N+1}$ each being diffeomorphic either to the real line or to a circle.

One such curve, together with a specific parametrization, is singled out by the following properties (C1)-(C4):
$(\mathrm{C} 1) \quad c(\cdot)$ is a solution curve; i.e., $H(c(s))=0, s \in \mathbb{R}$.
(C2) An initial value has to be given, say $c(0)=x$.
(C3) Parametrization is possible according to arc length $s$; i.e. $|\dot{c}(s)|=1$ for $s \in \mathbb{R}$, where the dot stands for $d / d s$ and $|\cdot|$ indicates Euclidean norm in $\mathbb{R}^{N+1}$.
(C4) An orientation must be given. An easy way to do so is via the determinant condition on the augmented Jacobian,

$$
\operatorname{det}\binom{H^{\prime}(c(s))}{\dot{c}(s)^{T}}>0 \quad \text { for } s \in \mathbb{R} .
$$

Numerically tracing such curves has many important applications, such as the following.
Embedding or continuation methods. See for example the extensive bibliographies in [2], [28], [37], [39], [44]. In these methods, one is merely interested in approximating a point $\bar{x}$ on the curve $c(\cdot)$ which has a certain property, such as $(0, \cdots, 0,1)^{T} \bar{x}=1$, and the curve is only used as an aid for developing an approximation scheme. More generally, one may be interested in finding a point $\bar{x}$ on the curve which is a zero or a local minimal point of a given functional on $c(\cdot)$. This includes turning points, bifurcation points [24], [25], [38] and also the solving of ill-posed problems by the method of regularization [31].

Nonlinear eigenvalue problems. A user is often interested in seeing the dependence of a solution on some given parameter; e.g., one might be interested in approximating a whole branch of solutions.

[^6]Usually, the curve $c(\cdot)$ is numerically traced by integrating the so-called Davi-denko-IVP [11], which is immediately obtained from (C1)-(C4) by differentiation:

$$
\begin{equation*}
\dot{c}(s)=t(s), \quad s \geqq 0, \quad c(0)=x, \tag{D}
\end{equation*}
$$

where $t(s)$ is uniquely defined by

$$
\begin{gathered}
H^{\prime}(c(s)) t(s)=0 \\
|t(s)|=1
\end{gathered}
$$

and

$$
\operatorname{det}\binom{H^{\prime}(c(s))}{t(s)^{T}}>0 .
$$

Some authors [47]-[51] directly integrate (D) by some IVP-code, e.g., [41]. The drawback to this approach, however, is that these methods are not self-correcting and, once they get away from the curve, they may fail at points of high curvature or at near-bifurcation points. These methods are, however, of interest in the context of homotopy methods, since these methods permit restarting.

Probably C. Haselgrove [18] was the first to see that (D) can be integrated by a predictor-corrector method which takes advantage of the fact that $c(\cdot)$ is defined implicitly:
(PC1) Predictor step. Given some points $x_{1}, \cdots, x_{n}$ on the curve, a new point $y$ further along the curve is predicted by extrapolation or by using the unit tangents $t(s)$ in ( $D$ ).
(PC2) Corrector step. One chooses an additional functional $\gamma: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ such that the surface $\gamma^{-1}(0)$ contains $y$ and is "sufficiently transversal" to $H^{-1}(0)$. Then, starting from the predicted point $y$, a Newton method is applied to find a solution $x_{n+1}$ of $H(x)=0, \gamma(x)=0$. Usually, the surface $\gamma^{-1}(0)$ is taken to be a hyperplane.
For extensive literature on these methods, see [2], [28], [37], [39]. Convergence discussions are fairly classical and may be found in [24], [28], [39].

As is immediately seen, practically all computational expense is paid in the corrector step (PC2). In some cases, e.g., when dealing with discretizations of certain classes of differential equations, the explicit evaluation of the Jacobian $H^{\prime}$ or a discrete analogue may be comparable to the cost of a few evaluations of $H$. In most cases, however, one would like to avoid the cost of explicit evaluations of Jacobians. One immediately thinks of updating methods which, especially in higher dimensions, are known to be more efficient than unimproved Newton methods [30]. When moving rather slowly along the curve, the updated "Jacobian" in the last step will have the additional advantage of already being a pretty good starting matrix for the next step, and consequently a few corrector steps, each costing just one evaluation of $H$, will produce a new point approximately on the curve.

Surprisingly enough, such updating methods do not seem to have been considered very much in the context of curve tracing. In a somewhat different context, F. H. Branin and K. S. Hoo [5] give updating methods some thought but report no numerical experience and seem to have abandoned the idea. C. P. Schmidt [40] uses updating methods for aproximately calculating the unit tangent $t(s)$ in (D). Taking these tangents, an IVP code is applied to integrate the Davidenko equation (D). The numerical example considered in [40] is, however, too simple, and is not convincing that this approach will also succeed in following curves with high curvature, turning points and near-bifurcation points.

In fact, various numerical tests recently performed by the author seem to indicate that updating methods provide no adequate tool for calculating the unit tangent in (D). This may be the reason why updating methods have been given so little consideration in the context of curve tracing. In the absence of an exact Jacobian in (D), it was found to be much safer to approximate the unit tangent by a secant through the last two calculated points.

In § 2 a curve tracing algorithm in the spirit of (PC1)-(PC2) will be presented where the corrector steps are performed by a quasi-Newton method of C. Broyden [6]. An automatic step size control and further items on improving the algorithm will be discussed. In § 3 a rather detailed outline will be given of an algorithm which recently has been used successfully by the author. We want to emphasize, however, that our main objective is to show that the general procedure presented is rather successful, and that much can still be done in order to further improve the efficiency of the algorithm. In § 4 the performance of the algorithm on a rather difficult test problem is reported. In § 5 it is shown how the algorithm can be used to locate bifurcation points and trace new branches. This is done by "switching" local perturbations in the sense of H. Jürgens, H. O. Peitgen and D. Saupe [20]. In § 6 the performance of this technique on bifurcation of periodic solutions of a differential delay equation is reported.

All numerical calculations were performed on a CDC CYBER 172 during a guest visit of the author at Colorado State University.
2. An updating method. Let us begin now to outline a predictor-corrector method in the sense of $\S 1$, ( PC 1 )-(PC2) by incorporating updates for carrying along an approximate Jacobian. In the next section a version of such an algorithm will be described rather precisely, and occasionally we will refer to some statement numbers there in order to make things clearer.

We want to trace a curve $c(\cdot)$ as defined in § $1,(\mathrm{C} 1)-(\mathrm{C} 4)$ and assume that a starting point $x_{1}=c(0)$ is somehow given. Without loss of generality, we trace the curve in the positive direction, i.e., $c(s)$ for $s>0$. Hence, since our aim is to avoid calculations of the Jacobian $H^{\prime}$, we have to assume that a direction $t_{1} \in \mathbb{R}^{N+1},\left|t_{1}\right|=1(|\cdot|$ indicates the Euclidean norm of $\mathbb{R}^{N+1}$ ) is given such that $t_{1}^{T} \dot{c}(0)>0$. In fact, $t_{1}$ is considered an approximation (our best guess) of the unit tangent $\dot{c}(0)$. Furthermore, a matrix $J_{1}$ of $N$ rows and $N+1$ columns has to be given which represents an approximation of the Jacobian $H^{\prime}(c(0))$, though it turns out in practice that the approximation may be pretty rough. Let us at least assume that the initial augmented "Jacobian,"

$$
M_{1}=\binom{J_{1}}{t_{1}^{T}},
$$

is nonsingular.
Given a step size $\sigma_{1}>0$, we perform a predictor step

$$
\begin{equation*}
y_{1}=x_{1}+\sigma_{1} t_{1} . \tag{PS}
\end{equation*}
$$

Next we introduce the hyperplane $\gamma_{1}^{-1}(0)$ through $y_{1}$, orthogonal to $t_{1}: \gamma_{1}(w)=$ $t_{1}^{T}\left(w-y_{1}\right)$, and consider quasi-Newton steps (corrector steps) on the map

$$
F_{1}(w)=\binom{H(w)}{\gamma_{1}(w)}
$$

starting at $y_{1}$ :

$$
\begin{equation*}
y_{i+1}=y_{i}-M_{i}^{-1} F_{1}\left(y_{i}\right), \quad i=1,2, \cdots . \tag{CS}
\end{equation*}
$$

The $(N+1) \times(N+1)$ matrices $M_{i}$ are subsequently updated by C. Broyden's [6] "good" method:

$$
\begin{equation*}
M_{i+1}=M_{i}+\frac{\left[F\left(y_{i+1}\right)-F\left(y_{i}\right)-M_{i}\left(y_{i+1}-y_{i}\right)\right]\left(y_{i+1}-y_{i}\right)^{T}}{\left|y_{i+1}-y_{i}\right|^{2}} . \tag{UD}
\end{equation*}
$$

In actual programming, instead of (UD), the Sherman-Morrison [42] formula is used to directly update $B=M_{i}^{-1}$ (see § 3, step 12 below).

It is easily seen that all points $y_{i}$ obtained by the corrector step (CS) lie in the hyperplane $\gamma_{1}^{-1}(0)$; consequently, the last row $t_{1}^{T}$ of $M_{i}$ is never changed by the update (UD) and the algorithm remains unchanged when the additional functional $\gamma_{1}$ in $F_{1}$ is replaced by zero as is done in $\S 3$.

The corrector steps are stopped when a given accuracy is reached, i.e., when $\left|y_{i+1}-y_{i}\right|$ is smaller than a given tolerance. Then the last evaluated point $x_{2}=y_{i+1}$ is taken as a new direction $t_{2}=\left(x_{2}-x_{1}\right) /\left|x_{2}-x_{1}\right|$. This new direction replaces the old last row of the matrix $M_{i}$, (cf. the update, $\S 3$, step (21)), and we go on with predictor and corrector steps.

Before describing a version of this algorithm in more detail, let us discuss some of its items and related problems.

Step size control. An efficient curve tracing algorithm has to provide an automatic step size control (acceleration or deceleration) according to the curvature and other information such as closeness to other parts of $H^{-1}(0)$. At the moment we are mainly interested in the robustness of the algorithm and therefore offer a rather crude acceleration-deceleration technique, which, however, turns out to work pretty well. If, for various reasons, a predictor step with its subsequent corrector steps is not accepted, we multiply the current step size $\sigma$ by a deceleration factor $\beta, 0<\beta<1$, and try again; if the predictor step with its subsequent corrector steps has been accepted such that a new point approximately on the curve has been found, we multiply the current step length $\sigma$ by an acceleration factor $\alpha, \alpha>1$. It turns out that under "normal" conditions a deceleration costs only one evaluation of $H$, which is a reasonable price to pay.

Nonacceptance of a predictor-corrector cycle. To make the algorithm robust and adaptable also to very difficult problems (see the numerical example in § 4), a list of cases has been made under which a predictor step and its subsequent corrector steps are not accepted and hence deceleration takes place. The cases are:
(a) A corrector step gets too large; i.e., $\left|y_{i+1}-y_{i}\right|$ is greater than a given tolerance (see § 3, step (6)). This is the deceleration which is "normally" observed, and which in most cases costs just one function evaluation $H$ as already mentioned.
(b) Too many corrector steps are needed (cf. § 3, step (9)). This is a rather costly way of decelerating, but will occur only if the conditions along the curve change dramatically, provided the tolerance in (a) is set up in a reasonable way.
(c) The updated matrix becomes almost singular (cf. § 3, steps (11), (20)). This deceleration is very rare, and it simply prevents an unnecessary breaking down of the algorithm.
(d) The updated matrices exhibit a change in sign of determinant (cf. § 3, step (23)). This indicates that the algorithm either jumped over a bifurcation point (see §5) or is attempting to trace some other parts of $H^{-1}(0)$ in the negative direction. At the moment, we are not willing to accept such steps. In § 5 we will modify this rule.

It should be noted here that the change of determinant of a rank one update is easily calculated by the formula

$$
\begin{equation*}
P_{+}=P+P u v^{T}=P\left(I+u v^{T}\right) \Rightarrow \operatorname{det}\left(P_{+}\right)=\operatorname{det} P \cdot\left(1+v^{T} u\right) . \tag{FD}
\end{equation*}
$$

This formula is used in § 3, steps (10), (13) and (19), (22).

Improvements. The algorithm described here is only a rather unsophisticated first attempt, though quite successful. There are several items which may result in improving its efficiency, i.e., decrease the number of function evaluations $H$ needed to traverse a certain part of the curve under the condition that the produced points lie within a certain given tolerance on the curve.

A finer acceleration-deceleration technique may be used, which should, however, possess the actual robustness achieved by the present technique. For example, as numerical tests have indicated, it is of rather doubtful use to monitor the step size by some ideal contraction factor or ideal number of iterations, since the updating process may not be able to keep up with the speed of curve tracing (i.e., the step size). This observation also makes it difficult to incorporate step size techniques in the sense of H. J. Wacker [43], [45] or P. Deuflhard [15], especially in those cases where only a few corrector steps are performed and consequently the updated Jacobian is a rather coarse approximation to the "true" Jacobian.

A higher-order extrapolation may be performed in the predictor step. However, one has to observe that a predicted point further away from the curve is no problem for the quasi-Newton method (corrector step) as long as the intersection of the curve with the current hyperplane singles out exactly one point near the predicted one. Hence, higher-order extrapolation may offer less improvement than one expects at a first glance (or indeed perhaps no improvement at all).

Instead of Broyden updates (UD) one may use a blending of Broyden updates and secant methods as discussed by D. M. Gay and R. B. Schnabel [16]. Preliminary tests indicate that some $10-20 \%$ function evaluations of $H$ may be saved that way. More generally, instead of Broyden updates, one may use some other least change secant update in the sense of J. E. Dennis and R. B. Schnabel [14]. Thus, it would be possible to save much computational expense in case of symmetry (e.g., if $N$ coordinates of $H$ form a gradient) or sparseness of $H^{\prime}$ (e.g., if $H$ corresponds to a discretization of a boundary value problem).

One may be tempted to reduce the accuracy demanded for stopping the corrector steps (cf. § 3, step (7)) in order to save function evaluations. However, one should wait at least until the quasi-Newton method shows good contractions in order to allow a sufficiently updated "Jacobian," and from then on additional steps increase the accuracy considerably. Hence one can afford to be rather generous here in terms of approximating points on the curve quite precisely.

Convergence. As has already been done in the case of Newton steps [24], [28], [39], it should be possible to prove the convergence of the present algorithm under reasonable assumptions, i.e., to show that a finite part of the curve is approximated within a given accuracy provided the maximal step size is small enough and the initial data $t_{1}, J_{1}$ are sufficiently close to the unit tangent $\dot{c}(0)$ and the Jacobian $H^{1}(c(0))$, respectively, at the start. One may use here the existing proofs for the convergence of quasi-Newton methods (see, e.g., [7], [8], [12], [13], [37]). Details are currently being worked out and will be reported elsewhere.

## 3. Description of an algorithm for numerically tracing an implicitly defined curve.

 Suppose that $H: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$ is a sufficiently smooth map and zero a regular value of $H$. Given an initial point $x \in \mathbb{R}^{N+1}$ such that $H(x)=0$, there is exactly one smooth curve $c(\cdot): \mathbb{R} \rightarrow \mathbb{R}^{N+1}$ with the properties in $\S 1, \mathrm{C} 1-\mathrm{C} 4$. Our algorithm, sketched in the sequel, traces this curve by sequentially generating points approximately on the curve. The aim here is not to offer a perfect computer program but to point out the main steps of the algorithm. The statements, numbered from (1) to (25), are written in the mentality of programming languages. In particular, the equality sign does not indicate amathematical equation. Hopefully, this makes the logic of the algorithm easier to understand and also provides some first basis for a computer program.

Start. Before starting the algorithm one has to define some values for monitoring it:

$$
\begin{array}{rlrl}
\sigma_{0} & =\text { minimal step length along the curve } & & \left(\sigma_{0}>0\right) \\
\sigma_{\infty} & =\text { maximal step length } & \left(\sigma_{0}<\sigma_{\infty}\right) \\
\kappa_{0} & =\text { minimal corrector step length } & \left(\kappa_{0}>0\right) \\
\kappa_{\infty} & =\text { maximal corrector step length } & \left(\kappa_{0}<\kappa_{\infty}\right) \\
\alpha & =\text { acceleration factor } & (\alpha>1) \\
\beta & =\text { deceleration factor } & (0<\beta<1) \\
n_{\infty} & =\text { maximal number of corrector steps } & \\
\delta_{0} & =\text { minimal factor for updating the determinant } & \left(\delta_{0}>0\right)
\end{array}
$$

Finally, a map $H: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$ has to be given in the form of a subroutine. For technical reasons we introduce the short notation

$$
H_{0}(\cdot)=\binom{H(\cdot)}{0} \in \mathbb{R}^{N+1} \quad \text { and } \quad e=(0, \cdots, 0,1)^{T} \in \mathbb{R}^{N+1} .
$$

Initial data. Some initial values have to be loaded.
$x=$ an initial point on the curve, i.e., $x \in \mathbb{R}^{N+1}, H(x)=0, c(0)=x$.
$t_{A}=$ predictor direction, i.e., $t_{A} \in \mathbb{R}^{N+1},\left|t_{A}\right|=1$, and $t_{A}$ not orthogonal to $\dot{c}(0)$.
However, $t_{\mathrm{A}}$ need not be a "good" approximation of $\pm \dot{c}(0)$.
$A=$ a nonsingular $(N+1) \times(N+1)$ matrix such that the last row of $A^{-1}$ coincides with
$t_{A}^{T}$. In case of difficulties, one may use an update in the sense of (21) below to
obtain this property. The inverse $A^{-1}$ need not be a "good" approximation of the augmented Jacobian

$$
\binom{H^{\prime}(x)}{t_{A}^{T}} .
$$

$$
\begin{aligned}
\delta_{A} & =\operatorname{det}\left(A^{-1}\right) . \\
\sigma & =\text { initial step length }\left(\sigma_{0}<\sigma<\sigma_{\infty}\right) .
\end{aligned}
$$

We now list the steps of the algorithm.
Steps. The following PRINT statement is only included in order to make it clearer when a step is completed and a new point on the curve approximated.
(1) Print $x$.

Predictor step.
(2) Let $y=x+\sigma t_{A}$.

The integer $n$ counts the number of corrector steps.
(3) Let $n=1$.

The next statement is introduced in order to indicate that $A$ and $\delta_{A}$ should be saved in case the predictor-corrector cycle is not accepted.
(4) Let $B=A$ and $\delta_{B}=\delta_{A}$.

Next, the corrector step is introduced. Since the last row of $B^{-1}$ coincides with $t_{A}^{T}$, it is easily seen that the corrected point $z$ lies on the same hyperplane defined by $t_{\mathrm{A}}$ as the predicted point $y$; i.e., $t_{A}^{T}(z-y)=0$.
(5) Let $z=y-B H_{0}(y)$.

If the corrector step is too large, the predictor-corrector cycle is not accepted.
(6) If $|z-y|>\kappa_{\infty}$ go to (15).

If the corrector step is too small, we accept the result as a new point on the curve.
(7) If $|z-y|<\kappa_{0} \quad$ go to (18).

Otherwise, i.e., if $\kappa_{0} \leqq|z-y| \leqq \kappa_{\infty}$, we continue with the corrector steps.
(8) Let $n=n+1$.

In case too many corrector steps are required, the predictor-corrector cycle is not accepted.
(9) If $n>n_{\infty}$ go to (15).

We calculate the factor by which the determinant of $B^{-1}$ is multiplied in an updating step (see (13)).
(10) Let $\delta_{F}=\frac{(z-y)^{T} B\left(H_{0} z-H_{0} y\right)}{|z-y|^{2}}$.

If this factor is very small, the predictor-corrector cycle is not accepted.
(11) If $\left|\delta_{F}\right|<\delta_{0}$ go to (15).

Otherwise, we update $B$ by the values of $H$ on $y$ and $z$. Note that the old and the new $B^{-1}$ have the same last row $t_{A}^{-1}$.

$$
\begin{equation*}
\text { Let } B=B-\frac{\left[B\left(H_{0} z-H_{0} y\right)-(z-y)\right](z-y)^{T} B}{(z-y)^{T} B\left(H_{0} z-H_{0} y\right)} \tag{12}
\end{equation*}
$$

If $\delta_{B}$ is the old determinant of $B^{-1}$, the new one is obtained by
(13) Let $\delta_{B}=\delta_{B} \delta_{F}$.

A new corrector step is performed by
(14) Let $y=z$ and go to (5).

In case the predictor-corrector cycle is not accepted, we decelerate.
(15) Let $\sigma=\beta \sigma$.

If the step size gets too small, the algorithm failed.
(16) If $\sigma<\sigma_{0}$ then STOP "Step size too small".

Otherwise, we try the smaller predictor step.
(17) Go to (2).

Now we have the case that the last corrector step was so small that we would like to accept $z$ as a new point on the curve. However, some last tests are necessary. The new predictor direction would be

$$
\begin{equation*}
\text { Let } t_{B}=\frac{z-x}{|z-x|} \tag{18}
\end{equation*}
$$

We calculate the factor by which the determinant of $B^{-1}$ is multiplied in a last updating (see (21) below).
(19) Let $\delta_{F}=t_{B}^{T} B e$.

If this factor is very small, the predictor-corrector cycle is not accepted.
(20) If $\left|\delta_{F}\right|<\delta_{0}$ go to (15).

Otherwise, we substitute the last row of $B^{-1}$ by $t_{B}^{T}$. This can be done by the following update:
(21) Let $B=B-\frac{B e\left(B^{T} t_{B}-e\right)^{T}}{t_{B}^{T} B e}$.

If $\delta_{B}$ is the old determinant of $B^{-1}$, the new one is obtained by
(22) Let $\delta_{B}=\delta_{B} \delta_{F}$.

One last test has to be performed. We started with a matrix $A\left(\operatorname{det} A^{-1}=\delta_{A}\right)$ and now have a matrix $B\left(\operatorname{det} B^{-1}=\delta_{B}\right)$. If the signs of $\delta_{A}$ and $\delta_{B}$ are different, this indicates that the algorithm attempts to trace a part of $H^{-1}(0)$ in the negative direction (cf. § 2, (d)).
(23) If $\delta_{A} \delta_{B}<0$ go to (15).

Otherwise we accept $z$ as a new point on the curve.
(24) Let $A=B, \quad x=z, \quad t_{A}=t_{B}, \quad \delta_{A}=\delta_{B}$.

Since the predictor-corrector cycle was successful, we try a bigger predictor step.
(25) Let $\sigma=\min \left(\sigma_{\infty}, \alpha \cdot \sigma\right)$ and go to (1).

Stopping criteria are provided according to the user's preferences.
Remarks. As has already been pointed out, at the moment we are mainly interested in the robustness of the algorithm. Hence, the step size control is essentially given by tests to detect "dangerous" situations. Consequently, much can be done to ensure a "faster" traversing of those parts of the curve which are "nice". Different strategies and step size controls are presently being tested. Let us point out two questions specifically.
(a) The choice of the acceleration-deceleration factors $\alpha, \beta$ is quite arbitrary and has to be studied in more detail. Generally, it will depend also on the maximal number of corrector steps. In the example below we took $\alpha=2^{1 / 4}$ and $\beta=\frac{1}{2}$, which just means that 4 accelerations compensate one deceleration (halving). To increase the efficiency of the algorithm, an update procedure for $\alpha$ and $\beta$ in the sense of P. Deuffhard [15] is presently being tested, but satisfactory results are not yet available.
(b) Step (4) implies that two matrices are to be stored at all times, which seems to be necessary for performing the special acceleration-deceleration tests given here. If this turns out to induce severe storage requirements, these tests should be changed in such a way that only one current approximation of the Jacobian is needed. A version of such algorithm is presently being tested and seems to give satisfactory results.
4. A numerical example. Let us describe the performance of the above algorithm on an extremely difficult numerical example which has been studied by L. T. Watson [2], [49]. We identify $\mathbb{R}^{N+1}$ with $\mathbb{R}^{N} \times \mathbb{R}(x=(y, \lambda))$ and consider the operator $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ defined by

$$
\phi_{k}(y)=\exp \left(\cos \left(k \cdot \sum_{i=1}^{N} \eta_{i}\right)\right),
$$

where $y=\left(\eta_{1}, \cdots, \eta_{N}\right)^{T}$ and $F(\cdot)=\left(\phi_{1}(\cdot), \cdots, \phi_{N}(\cdot)\right)^{T}$. Since $F$ is bounded, by Brouwer's theorem it is easily seen that $F$ has a fixed point, but its approximation is complicated due to the highly oscillatory nature of $F$. We refer in the following to the case $N=10$.

The idea is to set up a homotopy $H: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$ by $H(x)=H(y, \lambda)=y-\lambda F(y)$, and follow the curve in $H^{-1}(0)$, beginning at $x=(y, \lambda)=0$, in the positive $\lambda$-direction until the level $\lambda=1$ is hit.

The monitoring parameters (see § 3, Start) were chosen in the following way: $\sigma_{0}=.0001, \sigma_{\infty}=1$., $\kappa_{0}=.00001, \kappa_{\infty}=.1, \alpha=2^{-4}, \beta=.5, n_{\infty}=12, \delta_{0}=.001$. Initial data: $x=0, t_{A}=(0, \cdots, 0,1)^{T}, A=\mathrm{Id}, \sigma=.1$. The algorithm was stopped in case $e^{T} x>1$, i.e., $\lambda>1$.

All points on the curve were approximated within an accuracy of about .00001 (i.e., $\kappa_{0}=.00001$ ), and the norm of $H$ on these points never exceeded .00001 .

To follow the whole curve, 5,936 function evaluations $H$ were necessary. Table 1 shows some interesting points on the curve. The current arc length is used as a counter to mark a point on the curve. The most frequent step sizes lay between . 1 and .2. If we

TABLE 1

| Arc length | Step size | Level $\lambda$ |
| ---: | :---: | :---: |
| 2.497466 | .141421 | .148741 |
| 3.277641 | .025000 | .170660 |
| 6.776182 | .200000 | .221610 |
| 6.942125 | .001563 | .203722 |
| 11.946218 | .237841 | .345137 |
| 12.180036 | .014865 | .337824 |
| 25.913004 | .237841 | .238765 |
| 25.982551 | .000195 | .231201 |
| 29.744268 | .400000 | .575842 |
| 31.557443 | .059460 | .536515 |
| 53.618232 | .475683 | .752125 |
| 56.175174 | .084090 | .841209 |
| 58.216670 | .237841 | .662295 |
| 58.590599 | .000465 | .610784 |
| 61.600321 | .475683 | .878493 |
| 62.621013 | .070711 | .834151 |
| 72.077008 | .565685 | .874211 |
| 72.540371 | .070711 | .848342 |
| 80.250663 | .475683 | .963553 |
| 80.398535 | .141421 | .959610 |
| 86.541966 | .282843 | .944249 |
| 86.584322 | .042045 | .947475 |
| 87.209329 | .141421 | .992502 |
| 87.377694 | .168179 | 1.003455 |

take into consideration that a corrector step up to length .1 ( $\kappa_{\infty}=.1$ ) was allowed and that the total arc length was about 72 , this gives some idea of the high curvature the solution curve has practically everywhere. Most frequently, deceleration by corrector step length occurred (§ 3, step (6)). Only at very small step sizes ("danger") other deceleration tests (e.g., § 3, steps (9), (11), (20), (23)) became active. The smallest observed step size was .000195 (at arc length 25.982551 ). Here, without the sign-ofdeterminant test ( $\S 3$, step (23)), the algorithm would have jumped onto some other part of $H^{-1}(0)$ and would have proceeded in the reverse direction. The largest step length, .565685 , was observed at arc length 72.077008 .

We emphasize here that our aim was not to approximate a fixed point of $F$ by a minimal number of steps but to show that our algorithm was able to safely follow the curve. L. T. Watson, using an IVP code as already mentioned above, does not follow the whole curve but stops if the step size gets too small and restarts in $x=\left(y^{0}, 0\right)$ with a new homotopy $H(y, \lambda)=y-\lambda F(y)-(1-\lambda) y^{0}$, where $\left(y^{0}, \lambda^{0}\right)$ is the last approximated point on the old curve. He thus was able to calculate a fixed point of $F$ with 4,644 Jacobian evaluations (see [2], [49]). A different approach is used by P. Brandenburg [4], applying a numerically stable simplicial deformation algorithm, proposed by the author [17], directly on the zero problem $y-F(y)=0$. He uses 4,547 evaluations of $H$ to approximate a fixed point of $F$ very precisely. However, it should be mentioned that no curve $c(\cdot)$ in the sense of $\S 1: \mathrm{C} 1-\mathrm{C} 4$ is followed.

Generally, it is not possible to confront the amount of computer work induced by an evaluation of a Jacobian with the corresponding function evaluation (of $H$, in this case), since this varies considerably. Nevertheless, it has become customary for test problems to count one Jacobian evaluation as $N$ (= dimension) function evaluations, if no special structure (like sparseness) is taken into account.
5. Calculating bifurcation by local perturbations. Let us now show how the above derivative-free algorithm may be used to calculate bifurcation points and additional branches. The approach given here has been inspired by the use of Sard's theorem in [9], [27] and is a variant of one of the topological perturbation devices studied in [20] (see also [33]).

Again, we consider a sufficiently smooth $\operatorname{map} H: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$ and a smooth solution curve $c: \mathbb{R} \rightarrow \mathbb{R}^{N+1}$ parametrized, say, according to arc length; i.e., $H(c(s))=0$ and $|\dot{c}(s)|=1$ for $s \in \mathbb{R}$. Suppose that every point $x \in H^{-1}(0)$ is regular; i.e., the Jacobian $H^{\prime}(x)$ has rank $N$, with the exception of one point: $c_{0}=c(0)$. We consider again the augmented Jacobian

$$
M(s)=\binom{H^{\prime}(c(s))}{\dot{c}(s)^{T}}
$$

which consequently is singular only for $s=0$.
Lemma 1. If $\operatorname{det}(M(s))$ changes sign at $s=0$ then $c_{0}$ is a bifurcation point.
This is a well-known result and may be proved by a degree argument; cf. P. H. Rabinowitz [36]. It also could be deduced from our discussion below.

The case considered here is more general than the one considered by M. G. Crandall and P. H. Rabinowitz [10], even if zero is a simple eigenvalue of $M(0)$. In fact, they impose an additional transversality condition in order to obtain a local parametrization of the bifurcating curve. A constructive analogue of their discussion has been given by H. B. Keller [24], [25] (see also [22], [23], [26]), who indeed numerically approximates the bifurcation point and the new branch. H. B. Keller uses, however, not only the Jacobian $H^{\prime}$ but even a higher derivative $H^{\prime \prime}$. W. C. Rheinboldt [38], in a related approach, avoids the computation of $H^{\prime \prime}$ by using a singular chord method and thus is able to switch to the new branch by just one evaluation of the Jacobian $H^{\prime}$ and several evaluations of $H$.

Our approach will be totally different. We will apply the above algorithm together with a local perturbation to switch [20] to the new branch by using only a few evaluations of $H$. Furthermore, we do not need a good approximation of the bifurcation point. In fact, since our method is derivative-free, the only way to precisely approximate the bifurcation point (if it is wished to do so) is by means of curve tracing. The basis of our considerations is the following observation.

Lemma 2. For a given open bounded neighborhood $V$ of $c_{0}$ (e.g., an open ball), let $\zeta: \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ be a sufficiently smooth function such that (i) $\zeta(x)=0$ for $x \notin V$ and (ii) $\zeta(x)>0$ for $x \in V$. Then for almost all $d \in \mathbb{R}^{N+1}$ the map $H_{d}: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N}$, defined by $H_{d}(x)=H(x)-\zeta(x) d$, has zero as a regular value.

The proof is given by using a parametrized version of Sard's theorem; cf. [1], [9]. For $x \notin V$, the Jacobian of $H_{d}(x)$ with respect to $x$ coincides with the Jacobian $H^{\prime}(x)$, and hence has rank $N$ provided that $x \in H_{d}^{-1}(0)$. For $x \in V$, the Jacobian of $H_{d}(x)$ with respect to $d$ is a positive multiple of the identity map on $\mathbb{R}^{N}$, and hence again has rank $N$. Thus the total derivative of the map $(x, d) \rightarrow H_{d}(x)$ has rank $N$ at all points $(x, d)$ such that $H_{d}(x)=0$, and the conclusion follows from the above mentioned Sard's theorem.

Now, note the fact that outside $V$ the maps $H_{d}$ and $H$ coincide. If $p: \mathbb{R} \rightarrow \mathbb{R}^{N+1}$ is a zero-curve of $H_{d}$, due to the fact that zero is a regular value of $H_{d}$, the augmented Jacobian

$$
\binom{H_{d}^{\prime}(p(s))}{\dot{p}(s)^{T}}
$$

does not change sign of determinant. Hence, if a solution curve $p(\cdot)$ of $H_{d}$, which in the beginning coincides with $c(\cdot)$, is traced into $V$, then after leaving $V$ the curve $p(\cdot)$
cannot coincide with $c(\cdot)$ anymore but must represent a new branch coming from the bifurcation point.

It is now easy to sketch how our above algorithm should be applied to calculate a new branch. Suppose one numerically traces a solution curve $c(\cdot)$ by generating points $x_{1}, x_{2}, \cdots, x_{k}, x_{k+1}, \cdots$ approximately on $c(\cdot)$, and suppose that during the step $x_{k} \rightarrow x_{k+1}$ one encounters a change of sign in the determinants (see the test (23) in § 3, which in this case obviously should not be used as a deceleration test but rather as a bifurcation indicator). One then may stop the algorithm, define the open ball $V$ around the center $\frac{1}{2}\left(x_{k}+x_{k+1}\right)$ with radius $\frac{1}{2}\left|x_{k+1}-x_{k}\right|$ and perform a local perturbation $H_{d}$ in the sense of Lemma 2. Using this new map $H_{d}$ and the negative last direction, i.e., $-\left(x_{k+1}-x_{k}\right) /\left|x_{k+1}-x_{k}\right|$, one now continues the algorithm with a smaller step size, say $\frac{1}{4}\left|x_{k+1}-x_{k}\right|$, into $V$. After leaving $V$, the algorithm traces a new solution which has branched off at a bifurcation point somewhere in $V$. We emphasize that this numerical procedure is extremely simple and, as the example in § 6 shows, uses only a few evaluations of $H$ or $H_{d}$.

It should be pointed out here that bifurcation points will indeed be detected numerically even in our case, where instead of the exact Jacobian we are merely dealing with approximate Jacobians given by means of Broyden updates. This is due to the fact that we consider only bifurcation points characterized in a "stable" way by a change of sign of the augmented Jacobian as described above. Clearly, the step size should be "small" with respect to the curvature of $c(s)$, and it has to be studied more precisely what this means numerically.

Though the method sketched here permits that the change of sign is reflected in the approximate augmented Jacobian only some steps later, numerical experience indicates that the change-of-sign test (23) is very sensitive and usually gets activated immediately after a bifurcation point of the above-mentioned type has been encountered.

If one wishes to approximate the bifurcation point more precisely (e.g., the center $\frac{1}{2}\left(x_{k}+x_{k+1}\right)$ is a very rough guess) one may stop again after leaving $V$, and turn back, using now the unperturbed map $H$. One thus generates a sequence $\tilde{x}_{1}, \tilde{x}_{2}, \cdots, \tilde{x}_{l}, \tilde{x}_{l+1}, \cdots$ for which, somewhere in $V$, one again encounters a change of sign of the determinants, say, during the step $\tilde{x}_{l} \rightarrow \tilde{x}_{l+1}$. One then may interpolate the points $x_{k-1}, x_{k}, x_{k+1}$ (respectively, $\left.\tilde{x}_{l-1}, \tilde{x}_{l}, \tilde{x}_{l+1}\right)$ by two polynomials $p(t)$ (respectively, $\tilde{p}(\tilde{t}))$ of degree 2 with coefficients in $\mathbb{R}^{n+1}$ and calculate a local minimum point of $(t, \tilde{t}) \rightarrow|p(t)-\tilde{p}(\tilde{t})|$. The interpolation and minimization costs just some vector additions and multiplications and a few Newton iterations in $\mathbb{R}^{2}$. Certainly, if one wishes, it is possible to use a more sophisticated curve-fitting procedure instead of the above rather simple-minded interpolation of degree 2 , which, however, in most cases will be sufficiently accurate. Details will appear elsewhere.

Thus, the method of local perturbations together with our algorithm may be used to trace solution curves, switch branches at bifurcation points and accurately approximate a bifurcation point. The present method will be particularly efficient when implemented as an interactive computer program, allowing a user to trace solution branches according to the information he gets. Before we report in $\S 6$ in some detail on a numerical example, let us illustrate the effect of local perturbation by two very simple examples.

Example 1. Consider the map $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $H(x, y)=x y . H^{-1}(0)$ consists of the $x$ - and $y$-axis, and 0 is a bifurcation point. If we define orientation by the augmented Jacobian as indicated in § 1, C4, we get a picture as illustrated in Fig. 1. Let us now introduce a local perturbation $H_{d}$. In order to simplify the presentation, we do not take a smooth perturbation; however, $H_{d}$ may be regarded as a limit of such smooth
perturbations.

$$
H_{d}(x, y)= \begin{cases}x y & \text { if } x^{2}+y^{2} \geqq 1, \\ x y+\frac{1}{2}\left(1-x^{2}-y^{2}\right) & \text { if } x^{2}+y^{2}<1,\end{cases}
$$

where $d \in\{+1,-1\}$ is chosen. It is easily seen that the solution curves of $H_{d}$ now have a form as illustrated in Fig. 1.


Fig. 1
Example 2. Consider the map $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $H(x, y)=x y^{3}-y x^{3} . H^{-1}(0)$ consists of the four lines $x=0, y=0, x=y, x=-y$, and the orientation is indicated in Fig. 2. To avoid unnecessary calculations, since we are only interested in a qualitative picture, we consider the following point-to-set map:

$$
H_{d}(x, y)= \begin{cases}\left\{x y^{3}-y x^{3}\right\} & \text { for }|x|+|y|>1, \\ \text { convex hull of }\left\{x y^{3}-y x^{3}, d\right\} & \text { for }|x|+|y|=1, \\ \{d\} & \text { for }|x|+|y|<1,\end{cases}
$$

which may be regarded as an (appropriate) limit of smooth perturbations. By $H_{d}^{-1}(0)$ we mean $\left\{(x, y): 0 \in H_{d}(x, y)\right\}$. Fig. 2 illustrates these "perturbed" zero-sets.
6. A numerical example. As a numerical example, we consider a differential delay equation. Our aim here is not to give a thorough numerical study of such equations but merely to illustrate that the ideas of $\S 5$ can be successfully applied. Differential delay equations, and in particular bifurcation of such equations, have been numerically studied with great success by applying simplicial curve-tracing methods (see [19], [20], [33]).

Let us consider the following delay equation:
$x^{\prime}(t)=-\lambda f(x(t-1)$, where $x$ is defined for $t \geqq 0$ and the equation is supposed to hold for $t>1$.

Given a continuous function $x:[0,1] \rightarrow \mathbb{R}$, equation (E) uniquely extends $x$ to a function $x:[0, \infty) \rightarrow \mathbb{R}$. We are interested here in periodic solutions, i.e., $x(t)=x\left(t+t_{0}\right)$ for all $t \geqq 0$ and some period $t_{0}>0$. To simplify the discussion, let us make the following quite


Fig. 2
strong assumptions on $f$ :

$$
\begin{equation*}
\text { Suppose that } f: \mathbb{R} \rightarrow \mathbb{R} \text { is continuous, odd (i.e., } f(x)=-f(-x), x \in \mathbb{R} \text { ), } \tag{A}
\end{equation*}
$$ differentiable at 0 with $f^{\prime}(0)=1$, and $f(x) x>0$ for $x \neq 0$.

Obviously, $x(\cdot)=0$ is a periodic solution of $(\mathrm{E})$ for all $\lambda$, the so-called line of trivial solutions. It can be shown ([21], [32]) that at $\lambda=\pi / 2$ a branch of nontrivial periodic solutions bifurcates off the trivial line. Actually, given the oddness of $f$, one may restrict one's attention to higher symmetry solutions of period 4 , which can be obtained by the following simpler integral equation on $C[0,1]$ :

$$
\begin{equation*}
x(t)+\lambda \int_{1-t}^{1} f(x(s)) d s=0 \tag{I}
\end{equation*}
$$

(See [3], [20] for more details.) In our numerical example, we took the nonlinearity

$$
f(x)= \begin{cases}\tan (x) & \text { for }|x|<1, \\ \tan (\operatorname{sign}(x)) & \text { for }|x| \geqq 1\end{cases}
$$

which causes bifurcation to the left (see [46]). We discretized $x$ on 20 points and integrated by Simpson's rule, thus obtaining an approximation of (I) of the following form:

$$
\begin{equation*}
H(x)=0, \quad \text { where } H: \mathbb{R}^{21} \rightarrow \mathbb{R}^{20} . \tag{Z}
\end{equation*}
$$

The eigenvalue parameter $\lambda$ is identified with the last coordinate of $x$.
We chose an open ball $V$ with radius 1 around the bifurcation point $x_{0}=$ ( $0, \cdots, 0, \pi / 2$ ) and considered the local perturbation

$$
H_{d}(x)=H(x)+5\left[\left(1-\left|x-x_{0}\right|\right)^{+}\right]^{2}, \quad \text { where } \alpha^{+}= \begin{cases}\alpha & \text { for } \alpha \geqq 0,  \tag{P}\\ 0 & \text { for } \alpha<0,\end{cases}
$$

which is not very smooth, but was sufficient for our purposes.
Phase I. We started the algorithm outside $V$ on the trivial line to the left of $\pi / 2$ with local perturbation switched "on", ran through $V$ and left on a nontrivial branch of solutions, which we traced until $\lambda \approx \pi$.

Phase II. We then turned backwards with local perturbation switched "off," ran through $V$, jumped over the bifurcation point (change in sign of determinant!) and kept on until again $\lambda \approx \pi$.

Phase III. We turned back again with local perturbation switched "on", ran through $V$ and ended on the trivial line, however, now to the right of $\lambda=\pi / 2$.

Table 2

| $\lambda$ | Norm | det | $n H$ | $\in V ?$ |
| :---: | :---: | :---: | :---: | :---: |
| Phase I | Perturbation Switched "on" |  |  |  |
| . 564542 | . 000000 | 1.00 | - | no |
| . 669299 | . 207494 | . 63 | 6 | yes |
| . 730894 | . 342399 | 4.56 | 5 | " |
| . 844784 | . 520616 | 4.73 | 4 | " |
| 1.059703 | . 734074 | 4.85 | 5 | " |
| 1.176255 | . 812746 | 4.68 | 8 | " |
| 1.370601 | . 900836 | 3.54 | 5 | " |
| 1.513161 | 1.185213 | . 98 | 9 | no |
| 1.497593 | 1.377060 | 1.52 | 8 | " |
| 1.477227 | 1.532187 | 1.27 | 5 | " |
| 1.443739 | 1.793451 | 1.58 | 5 | " |
| 1.386802 | 2.161622 | 1.87 | 4 | " |
| 1.286451 | 2.678963 | 2.54 | 5 | " |
| 1.112223 | 3.403504 | 3.65 | 6 | " |
| 1.126755 | 3.752345 | 3.08 | 7 | " |
| 1.209609 | 4.218078 | 4.34 | 6 | " |
| 1.348957 | 4.866837 | 4.45 | 5 | " |
| 1.550629 | 5.782416 | 4.64 | 5 | " |
| 1.765242 | 6.753571 | 4.50 | 4 | " |
| 1.987587 | 7.724993 | 4.38 | 5 | " |
| $\begin{aligned} & 2.209123 \\ & \text { etc. } \end{aligned}$ | 8.696390 | 4.42 | 4 | " |
| Phase II | Perturbation switched "off" |  |  |  |
| 1.443111 | 1.797965 | -1.42 | - | " |
| 1.542055 | . 799152 | -. 35 | 6 | yes |
| 1.564386 | . 203581 | . 20 | 7 | " |
| 1.555164 | . 537202 | . 44 | 5 | " |
| 1.527851 | 1.008033 | . 88 | 4 | no |
| Phase III | Perturbation switched "on" |  |  |  |
| 1.415781 | 1.983624 | -1.89 | - |  |
| 1.534186 | . 987081 | -. 91 | 6 | yes |
| 1.591989 | . 956899 | -1.55 | 8 | " |
| 1.640919 | . 940542 | -3.54 | 5 | " |
| 1.709551 | . 918142 | -3.82 | 4 | " |
| 1.805648 | . 882667 | -5.77 | 4 | " |
| 1.937740 | . 820506 | -5.58 | 5 | " |
| 2.112331 | . 704692 | -5.95 | 5 | " |
| 2.321663 | . 484422 | -5.05 | 5 | " |
| 2.516619 | . 087802 | -1.72 | 10 | " |
| 2.786151 | . 000002 | -2.15 | 12 | no |

In Table 2 we show the more interesting steps of the algorithm in the three phases. The numerical effort to generate a new point is represented by the number $n H$ of evaluations of $H$ or $H_{d}$, each $n H$ corresponding approximately to .035 CPU -seconds. The points on the curve were approximated within an accuracy of .00001 (Euclidean norm), and the norm of $H$ on these points never exceeded .00001 . The norm in Table 2 is taken over the first 20 coordinates of $x$ (Euclidean norm), i.e., without $\lambda$.
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# ON THE USE OF SPARSE MATRIX APPROXIMATION TO THE JACOBIAN IN INTEGRATING LARGE SETS OF ORDINARY DIFFERENTIAL EQUATIONS* 
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#### Abstract

It is well known that large sets of coupled ordinary differential equations are difficult to integrate efficiently. The "stiffness" of the equations, arising from the wide range of embedded time constants, necessitates that implicit integration techniques be used. These normally require some form of algebraic equation solution involving the Jacobian matrix, a necessary operation which becomes increasingly expensive with the size of the equation set.

Efforts to partition large equation sets into linear and nonlinear or stiff and nonstiff subsets have proved fruitful, but are difficult to implement in a general manner, as such a division cannot always be found.

In the integration algorithm due to Gear, the implicit requirement is handled in an approximate manner by using a predictor-corrector iteration, again involving the Jacobian. The expediency of this operation is greatly enhanced by using sparse matrix techniques, but the operation remains relatively expensive for large sets. This paper illustrates that the approximation to the Jacobian matrix may be automatically adjusted to reduce the degree of coupling, and partition the predictor-corrector iteration into implicit and explicit segments. This further reduces the magnitude of the matrix operation without detracting from the accuracy of the integration.
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1. Introduction. Numerical algorithms designed to efficiently integrate stiff ordinary differential equation sets use implicit techniques which normally require some form of linear equation solution involving the Jacobian matrix. The fact that this operation can be expensive has long been recognized. Gear [1] handled the implicit requirement by using recent approximations to the Jacobian in the predictor-corrector, and Hindmarsh further developed this theme by providing a series of codes [2] containing alternative means of expressing the Jacobian. These were particularly effective for the banded Jacobians which frequently arise in the solution of onedimensional partial differential equations by the method of lines. Large equation systems arising from practical applications frequently do not yield banded Jacobians, but invariably the Jacobian is sparse. Sparse matrix techniques have been used with routines based on the Gear algorithm by Curtis [3], Carver [4] and Hindmarsh [5], [6]. Apart from the obvious storage and speed advantages inherent in sparse matrix techniques, quite a startling increase in efficiency is obtained in automatically optimizing the numerical evaluation of the Jacobian. In solving large problems in mass action chemical kinetics, Carver [7] has shown sparse matrix techniques more efficient for any set larger than 25 ordinary differential equations. Jacobian matrices associated with the ordinary differential equations arising from these kinetics problems are sparse and exhibit no fixed structure. By contrast, those arising from partial differential equations, particularly single equations in one dimension, are banded in structure and are best handled using a banded matrix algorithm. However, coupled partial differential equations, or sets of partial differential equations coupled with ordinary differential equations, such as those arising in neutron kinetics, generate a more complex Jacobian, which is striped rather than banded and may include randomly distributed elements which must be included implicitly in the predictor-corrector iteration [4]. This can be done efficiently only by using sparse matrix techniques for the Jacobian.
[^7]On integrating coupled two-dimensional partial differential equations, one finds the matrix problem even more severe, as the number of nonzero entries per variable is considerably greater than in one-dimensional cases and the structure is not simply banded. This, together with the fact that two-dimensional cases invariably require a large number of grid points, makes the matrix problem so severe that standard fully implicit techniques are impossible, and become at best impractical even when sparse matrices are introduced.

In previous work, success in such large problems has been gleaned by using partially implicit techniques which partition the equations in such a manner that all are not included in implicit form, thus reducing the magnitude of the matrix operation this requires. A number of methods of so dividing the equation set have been investigated.

Partitioning the equations into slow response and fast response sets has been considered by Blum [8], who proposes integrating the slow response sets by a simple explicit method while integrating the fast response or stiff sets by implicit methods. Porsching et al. [9] have applied a similar rationale to analytically partition the conservation equations. Palusinski and Wait [10] note further that if the stiff set also happens to be linear, as is often the case, impressive increases in efficiency are possible. Hofer [11] presents a formal evaluation of partitioning, and also shows it to be very effective for cases in which the fast decaying components originate from only a few easily identified equations. In all such cases, communication between slow and fast response sets must be established correctly by means of suitable interpolants; the method proposed below eliminates the need for interpolants.

All of the above techniques deal strictly with ordinary differential equations, and assume that the user will be able to identify the relevant partition a priori and write the equations separately. If the ordinary differential equations are generated from coupled partial differential equations, no suitable partition is evident, and in fact normally none can be made. It is, however, fruitful to envisage a partition, not with reference to particular equations, but with reference to particular terms in the equations and the relative influence of such terms on the Jacobian matrix. Thus by removing from the implicit formulation any terms which do not significantly influence convergence, one reduces the degree of implicit coupling and eventually partitions the predictor-corrector into implicit and explicit segments. In a recent paper, Enright and Kamel [12] also investigate this approach. They propose a method which automatically introduces such a partition during a similarity transform and also permits a fast update of the iteration matrix. Their tests of the method show the partitioning to be most effective at stringent tolerances. The method is restricted to full matrices.

In the following sections, it is shown that the iteration matrix can be automatically partitioned by using only slight modifications to standard sparse matrix techniques. The criteria used to accomplish this are discussed, and selected examples are given.

## 2. The philosophy of sparse matrix Jacobian approximations.

Background. The algorithm first published by Gear [1], and later expanded by Hindmarsh [2], [5], [6] and others [3], [4], has become one of the most popular integration techniques used in numerical analysis of ODE's and PDE's. Its success is due primarily to the efficiency it derives from minimizing the amount of matrix manipulation necessary to effect an implicit solution, and also to efficient selection of optimal integration step size.

The formulae used to integrate the ODE initial value problem,

$$
\begin{equation*}
\dot{y}=f(y), \quad y(0)=Y_{0} \tag{1}
\end{equation*}
$$

are linear methods of the form

$$
\begin{equation*}
Y_{n}=\sum_{j=1}^{k_{1}} \alpha_{j} y_{n-j}+h \sum_{j=0}^{k_{2}} \beta_{j} \dot{y}_{n-j}, \tag{2}
\end{equation*}
$$

where the vector $y_{i}$ approximates $y\left(t_{i}\right), \dot{y}_{i}=f\left(y_{i}, t_{i}\right)$ approximates $\dot{y}\left(t_{i}\right), h=t_{i+1}-t_{i}$, and $\alpha$ and $\beta$ are coefficients. For Adams methods of order $q, k_{1}=1$ and $k_{2}=q-1$; for backward differentiation formulae $k_{1}=q, k_{2}=0$; but in either case $\beta_{0} \neq 0$, so the formula is implicit.

Equation (2) may be written

$$
\begin{equation*}
g\left(y_{n}\right)=y_{n}-h \beta_{0} f\left(y_{n}\right)-\sum_{j=1}^{k_{1}} \alpha_{j} y_{n-j}-\sum_{j=1}^{k_{2}} \beta_{j} \dot{Y}_{n-j}=0 . \tag{3}
\end{equation*}
$$

This nonlinear equation may be solved by Newton iteration. For iteration $m+1$,

$$
\begin{equation*}
y_{n(m+1)}=y_{n(m)}-P_{n(m)}^{-1} g\left(y_{n(m)}\right), \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{n(m)}=\left[\frac{\partial g}{\partial y}\right]_{y_{n(m)}}=\left[I-h \beta_{0} \frac{\partial f}{\partial y}\right]_{y_{n(m)}}=I-h \beta_{0} J_{n}, \quad J_{n}=\left[\frac{\partial f}{\partial y}\right]_{y_{n}} . \tag{5}
\end{equation*}
$$

As this is an iteration rather than an exact solution, replacing $P_{n(m)}$ by $P_{n(0)}$ avoids the necessity of repeating matrix calculations during the iteration at a very slight loss in the rate of convergence. In practice, further savings, again at a slight loss in convergence rate, are obtained by using $P_{n^{\prime}}$ instead of $P_{n}$, where $P_{n^{\prime}}$ is the matrix computed at some previous $n^{\prime}<n$. Thus $P_{n}$ would have to be computed only when $P_{n^{\prime}}$ fails to produce rapid convergence. The loss of convergence due to the approximation is of course problem dependent. Although in theory the quadratically convergent iteration is reduced by such approximation to a linear convergent iteration, in practice the associated penalty is frequently acceptably small.

Although these approximations reduce the number of matrix manipulations, the evaluation of the matrix $P$, and subsequent $L U$ decomposition required for repeated application, must still be completed a fairly large number of times during a typical integration. The efficiency of the algorithm therefore depends heavily on the expediency with which these operations are carried out. Recognizing this, Hindmarsh [2] provided a number of alternative versions of the GEAR code. Collectively, they contain several options for treating the matrix $P$ as a full matrix, a banded matrix or a diagonally dominant matrix, and also provide a functional iteration option in which the Jacobian is not used at all and $P$ reduces to $I$. For the particular matrices addressed, these options are of course exact. However, for the general case, in which systems are not truly banded, the above options may still be used successfully, but each may be regarded as a successively weaker approximation, and thus requires successively smaller step sizes to attain convergence. On the other hand, if the equation set is large, storing and handling the $P_{n}$ matrix as a sparse matrix considerably reduces matrix manipulation cost while retaining the same convergence rate as the full matrix solution [4].

Integration using sparse techniques. The principles of sparse approximation to be discussed apply in general to any suitable combination of integration and sparse matrix modules. The GEARZ integrator was used for this particular study. This package uses the sparse matrix routines of Curtis and Reid [13] within a framework based on a combination of the Hindmarsh packages GEAR and GEARB [2]. GEARZ
is documented elsewhere [4], and its performance has been compared extensively to other state of the art packages [14].

The sparse matrix handling of the linear equation problem of (5) consists of six distinct stages. In the first, the structure of the Jacobian is assessed to determine the position of nonzero entries. In the second, the sequence of perturbing the $y_{j}$ is optimized as discussed below to minimize the number of function evaluation calls required to obtain all the numeric values of the elements $J_{i j}$. The evaluation calls are made, and then the analyze stage determines a suitable pivot strategy for the Gaussian elimination. The operate stage performs the $L U$ decomposition, and finally the solve stage does the back substitution to complete the equation solution. In the full matrix mode only three stages are required: evaluation, decomposition and solution. The advantage of using $P_{n^{\prime}}$ instead of $P_{n}$ lies in the fact that only the solution stage is required while $P_{n^{\prime}}$ is in use. Sparse matrix analysis retains this advantage, and for a given structure the structure assessment, sequence optimization and analyze stages are also required only once. This introduces an additional degree of freedom in the protocol; that is at what point the structure of the matrix should be reassessed. As it is expensive, this operation is used as a last line of defence in the decision hierarchy. In the event that certain Jacobian elements are initially zero but become significant during the evolution of the integration, structure must be assessed once initially, again after the first few steps and then periodically during the integration. As equation systems may in fact have fixed Jacobian structure, the frequency of evaluation is placed under user control. Thus in sparse matrix mode $P_{n^{\prime}}$ in (5) is replaced by $P_{n^{\prime \prime}}$, where $n^{\prime \prime}$ indicates that $P_{n^{\prime \prime}}$ is evaluated at $t_{n^{\prime}} \leqq t_{n}$ using the sparsity structure found at $t_{n^{\prime \prime}} \leqq t_{n^{\prime}}$.

A further advantage of using sparse or banded matrix techniques is that the numerical evaluation of the Jacobian may be optimized. The normal method of evaluating a Jacobian numerically is to perturb one of the dependent variables $y_{i}$ and to evaluate $J_{i j}=\Delta f_{i} / \Delta y_{j}$ for all $i$. The procedure is carried out for each of the $m$ variables $j$, and requires $m$ calls to the function evaluation routine. If the system is tridiagonal, every third $y_{j}$ may be perturbed simultaneously, as each $y_{j}$ affects only $f_{j \pm 1}$. Thus the Jacobian for a tridiagonal system may be evaluated with only three function evaluation calls. Similar savings may be realized in any system in which the structure is known, and in particular by examining the structure of the sparse matrix [13]. In the neutron kinetics example discussed below, the Jacobian of a 242 -equation system is evaluated automatically by only seven function evaluation calls. The economics introduced by this approach to Jacobian evaluation is particularly important in view of the fact that it is rarely possible to express the Jacobian of a large system in an analytical manner.

Sparse approximation. The above section outlines the advantages of using sparse matrix techniques to evaluate an arbitrarily structured Jacobian and perform the linear equation solution (4) with the most accuracy possible, thereby allowing the integration to proceed with maximum step size. We now address the problem of large equation sets. In particular, the ordinary differential equations arising from the method of lines solution of coupled two-dimensional partial differential equations give rise to matrices which are sparse but have a fairly large number of nonzero elements. The matrix problem again becomes severe even when the sparse matrix approach is used. Typically a significant amount of time is required to perform each matrix operation, and the storage required to hold the decomposed matrix is high, possibly even exceeding available core.

This fact means that the criterion for integrating efficiently may become inverted. That is, although normally to integrate a small system of equations it is advisable to use a
new matrix evaluation to accelerate step size, for a large system it may be more suitable to reduce the frequency and the accuracy of the matrix operation at the expense of a reasonable decrease in step size.

This situation gives rise to a number of possibilities.
(1) Automatic partitioning. In order to reduce the size of the matrix problem, the approximation to $P_{n}$ in (5) is carried one further step, again at the possible loss of convergence rate. $P_{n^{\prime \prime}}$ is replaced by $\tilde{P}_{n^{\prime \prime}}$, where $\tilde{P}_{n^{\prime \prime}}$ is an approximation obtained by selecting only terms which exert strong influence on the Jacobian coupling. This is readily accomplished by including those terms $J_{i j}=\Delta f_{i} / \Delta y_{j}$ which satisfy

$$
\begin{equation*}
\left|J_{i j}\right|>\frac{\varepsilon^{*}\left(\left|f_{i}\right|+\left|f_{i}+\Delta f_{i}\right|\right)}{2} \tag{6}
\end{equation*}
$$

In normal sparse matrix analyses of the Jacobian, the parameter $\varepsilon$ is set to a number which merely distinguishes a nonzero element from effective numeric zero, but if larger values of $\varepsilon$ are used, terms representing weak coupling will also be omitted from the structure. This has the effect of rendering the predictor-corrector iteration partially explicit instead of fully implicit, as the weakly coupled terms will be handled by functional iteration instead of Newton iteration. Although the level of partition is selected heuristically by increasing $\varepsilon$, the resulting partition is not arbitrary but closely reflects the relative strength of particular coupling terms and is readily related to the physics of the problem.
(2) Sparsity control. During the decomposition of a sparse matrix, a certain amount of "fill-in" or sparsity loss is inevitable, and the decomposed matrix requires more space than the original Jacobian. To a certain extent, the sparsity loss can be controlled by pivot strategy, and by introducing a "drop tolerance" which omits all fill-in elements below the specified magnitude. Again, the effects of this omission are problem dependent. Often the penalty in accuracy is acceptable, and in the present application it is advisable to minimize sparsity loss, provided this only marginally degrades step size, as storage and manipulation speed are considerably affected.
(3) Step size and order changes. For small equation sets, the strategy is to choose order to maximize step size without considering whether this will require matrix evaluation. With a large system, it is advisable to permit the computation to continue with current status unless a considerably larger possible step is permitted. Furthermore, when a step size increase is made, it is not inevitably necessary to immediately reevaluate the Jacobian, unless convergence fails. It is much cheaper to let convergence failure dictate the necessity of reevaluating the Jacobian than to risk unnecessary evaluation. Fixed leading coefficient formulae, in which $P$ remains unchanged through a change in the order [15], could be advantageous here.
(4) Sparsity structure evaluation. When an approximation $\tilde{P}_{n^{\prime \prime}}$ to the sparse matrix is used it becomes more likely that the structure of significant elements may change, so this possibility must be addressed. In the event that the density increases during computation, the possibility also arises that in a large system the storage required for manipulation of the new matrix will exceed that available. In such cases it is necessary to freeze the matrix structure and forbid further structure assessment. This may of course degrade convergence and step size, but permits the computation to continue. While heuristic criteria can be introduced to govern the logic of the above decisions, it is apparent that they will not be universally applicable, as the relative expense of function evaluations and matrix operations will differ from case to case. Thus the governing parameters should be made accessible for possible user control.

The effects of these parameters are illustrated in the examples which follow. The numerical results shown are of course specific to GEARZ, but similar trends could be expected in integrators of like generic origin. A number of improved sparse matrix routines have evolved since the introduction of MA18. We would expect the advantages offered by sparse approximation using these routines would be at least commensurate with those discussed. More recent routines, for example, allow better control of sparsity loss. In particular, the successor to MA18, MA28, offers faster, more accurate operation at the expense of slightly more indexing overhead [16]. The priorities of the current study, however, dictate the sacrifice of some speed to save storage.

Neutron kinetics benchmark. The first example of automatic sparse partitioning involves the equations describing the evolution in time and space of neutron populations at various energies in a reactor submitted to perturbation. If $\phi_{g}(x, t)$ is the neutron flux for energy group $g, C_{l}$ is the delayed neutron precursor density for delayed group $l, S_{g}$ is a neutron source, $T_{f}(x, t)$ and $T_{c}(x, t)$ are fuel and coolant temperatures, and the remaining functions describe space-dependent reactor properties, then these equations may be written for a total of $G$ and $L$ groups as

$$
\begin{align*}
& \frac{\partial \phi_{g}}{\partial t}=a_{g} \nabla \cdot\left(d_{g} \nabla \phi_{g}\right)-b_{g} \phi_{g}+\sum_{g^{\prime}=1}^{G} C_{g g^{\prime}} \phi_{g^{\prime}}+\sum_{l=1}^{L} e_{l g} C_{l}+S_{g}, \quad g=1, G  \tag{7}\\
& \frac{d C_{l}}{d t}=\sum_{g=1}^{G} P_{g l} \phi_{g}-q_{l} C_{l}, \quad l=1, L \\
& \frac{\partial T_{f}}{\partial t}=-u_{f} T_{f}+v_{f} T_{c}+\sum_{g=1}^{G} w_{f g} \phi_{g} \\
& \frac{\partial T_{c}}{\partial t}=-u_{c} T_{c}+v_{c} T_{f}+\sum_{g=1}^{G} w_{c g} \phi_{g}-S_{c} \frac{\partial T_{c}}{\partial x} .
\end{align*}
$$

If $N$ spatial points are chosen, these generate $(2+G+L) N$ coupled linear ordinary differential equations. Here we illustrate the solution of ANS benchmark problem ID6-A2. In this benchmark, boundary values of the flux are zero, $\phi_{g}(x, 0)=\phi_{\mathrm{g} 0}(x)$ and the values of all necessary coefficients are given in full detail in reference [17], which also gives a number of independent solutions. The benchmark uses two energy groups, six delayed groups and 121 points, but omits the temperature equations, thus generating 968 ordinary differential equations. These may be solved by traditional partitioning; the 242 equations for the two fast flux groups are integrated by the GEARZ algorithm, and the 726 equations describing the slower delayed neutron groups are solved by synchronized Euler integration. The resulting Jacobian matrix (Fig. 1) has a form suggesting block iterative solution, but 242 equations are readily handled as a sparse matrix and all Jacobian elements may be evaluated using only seven calls to the function defining the equations. From the computing statistics shown for this problem in Table 1, it is obvious that the standard sparse matrix techniques are the only practical means of completing the required integration; they achieve the same step size as the full matrix method, but use orders of magnitude fewer function evaluations to complete the required 4 seconds problem time. In this case, note that the use of the banded and diagonal options can be regarded as successively weaker approximations to the true Jacobian, and perform accordingly.


Fig. 1. Structure of Jacobian matrix, neutron kinetics example.

Table 1
Performance of GEARZ algorithm with neutron kinetics equations.

| Problem time | Method | Functional iteration | Diagonal approx. | Banded (triagonal) | Full matrix | Sparse matrix |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-5}$ | NF | 390 | 664 | 2239 | 2239 | 357 |
|  | NS | 164 | 149 | 41 | 41 | 41 |
|  | CP | 5 | 10 | 17 | 35 | 9 |
|  | H | $10^{-7}$ | $10^{-7}$ | $10^{-6}$ | $10^{-6}$ | $10^{-6}$ |
| $10^{-3}$ | NF | $\sim 3000$ | 12884 | 6248 | 4478 | 472 |
|  | NS | $\sim 3000$ | 1725 | 112 | 91 | 91 |
|  | CP | $\sim 400$ | 152 | 43 | 73 | 12 |
|  | H | $10^{-7}$ | $10^{-6}$ | $10^{-5}$ | $10^{-4}$ | $10^{-4}$ |
| $10^{-1}$ | NF | - | - | 42118 | 6295 | 587 |
|  | NS | - | - | 369 | 153 | 153 |
|  | CP | - | - | 271 | 143 | 16 |
|  | H | - | - | $10^{-5}$ | . 004 | . 004 |
| 1 | NF | - | - | - | 17302 | 994 |
|  | NS | - | - | - | 211 | 211 |
|  | CP | - | - | - | 375 | 33 |
|  | H | - | - | - | . 05 | . 05 |
| 4 | NF | - | - | - | - | 1744 |
|  | NS | - | - | - | - | 260 |
|  | CP | - | - | - | - | 50 |
|  | H | - | - | - | - | . 2 |

Required: to complete the given problem times with $0.01 \%$ relative imposed tolerance.
NF Number of function calls. CP Computing time on CDC CYBER 175.
NS Number of line steps. H Time step at given problem time.

- Incomplete after 300 CP seconds computing time.

The results of secondary partitioning are given in Table 2. Here, in addition to the above primary partition by equations, the PDE block is further partitioned into partially implicit form by use of the significance or sparse partitioning parameter $\varepsilon$ in (6). Note that in this case the equation set has already been partitioned once, and only a

TAble 2
Effect of sparse-partitioning parameters on integration performance, neutron kinetics example.

| Problem <br> time | Method | No. of <br> entries in <br> Jacobian | Decomposed <br> matrix <br> size | Jacobian <br> evaluations | Function <br> calls | Integration <br> steps | CP <br> time |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-5}$ | $\varepsilon \leqq 10^{-14}$ | 953 | 1188 | 9 | 357 | 41 | 8 |
|  | $10^{-13}$ | 844 | 1025 | 95 | 1354 | 72 | 36 |
|  | $10^{-12}$ | 710 | 943 | 131 | 2554 | 15 | 41 |
|  | $10^{-10}$ | 670 | 737 | 138 | 2230 | 38 | 33 |
|  | $10^{-8}$ | 242 | 242 | 142 | 2086 | 64 | 32 |
|  | Functional |  |  | - | 142 | 390 | 164 |
|  | Iteration | - | - | 140 | 664 | 149 | 5 |
|  | Diagonal | 242 | 242 | 9 | 2239 | 41 | 26 |
|  | Full | $242^{2}$ | $242^{2}$ | 18 | 472 | 92 | 12 |
| $10^{-3}$ | $\varepsilon<10^{-14}$ | 953 | 1188 | - | 863 | 223 | 100 |
|  | $10^{-13}$ | 796 | 969 | - | - | - |  |
|  | $10^{-12}$ | - | - | - | - | - | - |
|  | Functional | Iteration | - | - | - | 1040 | 12884 |
|  | Diagonal | - | - | 18 | 4478 | 92 | 95 |
|  | Full | - | - | - | 1744 | 260 | 50 |
| 4 | $\varepsilon \leqq 10^{-14}$ | 953 | 1188 | - | - | - |  |
|  | Diagonal | - | - | - | - | - |  |

- Indicates this option was not completed as it consumed excessive time.
few further terms may be rendered explicit before the efficiency of integration begins to deterioriate markedly. The increase of $\varepsilon$ from $10^{-15}$ to $10^{-14}$ reduces the number of Jacobian entries from 953 to 844 . The integration then requires about twice as many steps but uses approximately the same computing time as a full matrix solution. When the $\varepsilon$ parameter is made large enough, the Jacobian matrix is neglected, the $P$ matrix reduces to the identity matrix and the predictor-corrector is reduced entirely to functional iteration. There is of course a considerable amount of effort wasted in generating the identity matrix in this manner. The simple functional iteration option proceeds much faster and is more efficient for all values above some large value of $\varepsilon$. However, the results are the same in each case, confirming that the sparse approximation does reduce to functional iteration in the limit. This fact, that sparse approximation returns the correct results even in this severe limiting case, permits the method to be used with confidence for truly large systems of equations which cannot be partitioned a priori on physical grounds. In some cases it is not only impossible to provide enough storage for the full matrix inversion, but there is also insufficient storage for an accurate sparse matrix inversion. In such cases it may be possible to obtain a reasonably efficient solution by increasing the sparse partition parameter $\varepsilon$ until the storage required for the
sparse matrix operations will fit into available core. This procedure can of course be automated. The second example involves such a case.

Point defect kinetics example. The irradiation of a crystalline solid by energetic particles, such as electrons or neutrons, results in the production of vacancy and interstitial point defects. The coupled partial differential equations which define the production, mutual recombination and loss to internal surfaces of each type of point defect are given by

$$
\begin{align*}
& \frac{\partial C_{i}}{\partial t}=P_{i}-R C_{v} C_{i}+D_{i} \nabla \cdot\left\{\nabla C_{i}+\frac{C_{i}}{k T} \nabla E_{i}\right\},  \tag{11}\\
& \frac{\partial C_{v}}{\partial t}=P_{v}-R C_{v} C_{i}+D_{v} \nabla \cdot\left\{\nabla C_{v}+\frac{C_{v}}{k T} \nabla E_{v}\right\} . \tag{12}
\end{align*}
$$

In (11) and (12), $P_{i}, C_{i}$ and $D_{i}, P_{v}, C_{v}$ and $D_{v}$ are the production rate, concentration and diffusion coefficient for interstitials and vacancies respectively; $R$ is the recombination rate constant; $k$ is Boltzman's constant and $T$ is the absolute temperature. Typically, $P_{v}=P_{i}$, and $D_{v}$ is about six orders of magnitude less than $D_{i} . E_{i}$ and $E_{v}$ define the interaction between interstitials and vacancies respectively and the sinks to which they migrate. The nature of the sinks is defined by the choice of region in which (11) and (12) are to be solved, and by the boundary conditions imposed on the surfaces of that region. Specific forms of $E$ appropriate for polar coordinates have been given by Wolfer and Ashkin [18]. For the simplest case of misfit interaction only, $E$ is of the form

$$
\begin{align*}
E_{v} & =\frac{B_{v} \sin \theta}{r},  \tag{13}\\
E_{i} & =\frac{B_{i} \sin \theta}{r}, \tag{14}
\end{align*}
$$

with $B_{i} \gg B_{v}$.
The study currently underway involves solving (11) and (12) in polar coordinates for a variety of asymmetric boundary formulations. Here, however, we consider only the simple case of concentric circles with $C_{v}$ and $C_{i}$ specified on each. The values of the constants used for the example are given in Table 3.

The precise solution of the point defect kinetics equations (11) and (12) depends on the choice of grid resolution, and on the method used to approximate the spatial

TABLE 3
Input constants (point defect kinetics).

| Parameter | Vacancy | Interstitial |
| :--- | :--- | :--- |
| $P$ | $1 \times 10^{-7} \mathrm{at} . \mathrm{fr} . / \mathrm{s}$ | $1 \times 10^{-7} \mathrm{at} . \mathrm{fr} . / \mathrm{s}$ |
| $D$ | $4.69 \times 10^{-11} \mathrm{~cm}^{2} / \mathrm{s}$ | $1.08 \times 10^{-4} \mathrm{~cm}^{2} / \mathrm{s}$ |
| $R$ | $2.64 \times 10^{3} \mathrm{~s}^{-1}$ | $2.64 \times 10^{3} \mathrm{~s}^{-1}$ |
| $B / k T$ | 0.0 | $5.48 \times 10^{-7} \mathrm{dyne}-\mathrm{cm}^{2}$ |
| $r_{I}$ (inner boundary) | $1.4 \times 10^{-7} \mathrm{~cm}$ | $1.4 \times 10^{-7} \mathrm{~cm}$ |
| $r_{0}$ (outer boundary) | $4.2 \times 10^{-5} \mathrm{~cm}$ | $4.2 \times 10^{-5} \mathrm{~cm}$ |
| $C_{0}$ | $3.78 \times 10^{-11}$ | $8.79 \times 10^{-27}$ |

The boundary conditions are defined at $r=r_{I}$ and $r=r_{0}$, for each point defect, by the expression $C=C_{0} \exp (-B \sin \theta / r)$.
derivatives. To obtain an accurate solution a refined treatment of differentiation along the radial direction is required. This solution is the subject of a further publication [19]. However, as the differentiation method does not detract from the efficiency of sparse matrix partitioning techniques, we here use a simple exploratory example to illustrate the technique, employing a simple equally divided $10 \times 10$ grid with standard fourthorder differentiation formulae in the radial direction and second-order in the azimuthal. With $E_{i}$ and $E_{v}$ defined by (13), (14) and Table 3, the equations may be written as

$$
\begin{align*}
\frac{\partial C_{i}}{\partial t}= & P_{i}-R C_{v} C_{i}+D_{i} \frac{\partial^{2} C_{i}}{\partial r^{2}}+D_{i} \frac{\partial C_{i}}{\partial r}\left(\frac{1}{r}+\frac{1}{k T} \frac{\partial E_{i}}{\partial r}\right) \\
& +\frac{D_{i}}{k T^{2}} \frac{\partial E_{i}}{\partial \theta} \frac{\partial C_{i}}{\partial \theta}+\frac{D_{i}}{r^{2}} \frac{\partial^{2} C_{i}}{\partial \theta^{2}},  \tag{15}\\
& \frac{\partial C_{v}}{\partial t}=P_{v}-R C_{v} C_{i}+D_{v} \frac{\partial^{2} C_{v}}{\partial r^{2}}+\frac{D_{v}}{r^{2}} \frac{\partial^{2} C_{v}}{\partial \theta^{2}} \tag{16}
\end{align*}
$$

Since $E_{i}$ defined by (14) is harmonic, boundary conditions are applied only in the $r$-direction, reducing the number of active differential equations to 160 . The Jacobian has the structure shown in Fig. 2 with eight nonzero entries per row; thus the total number of nonzero entries is 1280 . Successively increasing the $\varepsilon$ parameter in (6)

the bands represent non-zero terms.
the matrix is tridiagonal in $\theta$. five oiagonal in $r$
for each of $C i$ and $C r$. and contains one coupling term.
Fig. 2. Structure of Jacobian matrix, point defect kinetics equations.
reduces the number of entries by eliminating the weaker coupling elements from the Jacobian as shown in Table 4. The effect of such elimination is summarized in Table 5. The integration is required to complete in 10 seconds problem time. Note that a solution incorporating all the Jacobian elements consumes a considerable amount of time in matrix manipulation. This time is reduced considerably by eliminating weak

Table 4
Effect of sparse matrix partitioning parameter on Jacobian structure example, point defect kinetics

| $\varepsilon$ | No. of entries in Jacobian | No. of entries in decomposed matrix | $C_{v}$ equation coupling included |  |  |  | $C_{i}$ equation coupling included |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $r$ | $\theta$ | Diag. | $C_{i}$ | $r$ | $\theta$ | Diag. | $C_{v}$ |
| $<10^{-6}$ | 1280 | 4920 | 4 | 2 | 1 | 1 | 4 | 2 | 1 | 1 |
| $10^{-5}$ | 1120 | 4222 | 2 | 2 | 1 | 1 | 4 | 2 | 1 | 1 |
| $10^{-4}$ | 880 | 2120 | 2 | 0 | 1 | 1 | 4 | 2 | 1 | 1 |
| $10^{-3}$ to 1 | 720 | 1572 | 0 | 0 | 1 | 0 | 4 | 2 | 1 | 1 |
| 10 | 540 | 1270 | 0 | 0 | 1 | 0 | 2 | 2 | 1 | 1 |
| $10^{2}$ | 400 | 458 | 0 | 0 | 1 | 0 | 2 | 0 | 1 | 1 |
| $10^{3}$ | 200 | 200 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |

coupling terms, and the Jacobian involving $C_{v}$ can be reduced entirely to functional iteration form without degrading convergence and attainable step size. Thus the equations have been partitioned, in that the $C_{v}$ equation has been rendered explicit in the predictor-corrector. The $C_{i}$ equation remains very stiff, and any attempt to eliminate further terms degrades convergence considerably. As even the cross coupling term $R C_{v} C_{i}$ is eliminated from the Jacobian, it would appear that in the absence of this term, the $C_{i}$ solved alone would be stiff and the $C_{v}$ equation solved alone would not be stiff. This indeed turns out to be so, but particularly in the presence of the coupling term, this partition is not self-evident.

Note that the range $10^{-3} \leqq \varepsilon \leqq 1$ reduces the $C_{v}$ equation to functional iteration, and any $\varepsilon<1$ removes terms from the $C_{i}$ Jacobian. A value of $\varepsilon=10^{3}$ initially reduces the $C_{i}$ equation to functional iteration. Note that this value requires the same number of function evaluations as the standard functional iteration option for problem time $t \leqq 10^{-5}$, but as the computation progresses more Jacobian terms become significant. $\varepsilon=10^{3}$ admits these terms into the calculation and finishes the entire computation in reasonable time, whereas the functional iteration option does not. Finally, the table shows that reducing the number of entries in the Jacobian also reduces the size of the decomposed matrix by more than a proportionate amount. The latter matrix is the one which limits the calculation as it is always the larger, so the reduction of fill-in is a considerable saving.

A sufficiently accurate representation in space requires 480 grid points and special differentiating techniques [19]. Similar savings are made in this case, in fact sparse partitioning is essential, as without some elimination the matrix manipulation requirements exceed the 98 K core available in the CDC 175 computer.

Some further advantages of sparse partitioning. Apart from the obvious advantage that sparse partitioning reduces matrix storage and manipulation time in such a way that hitherto unsolved problems become more tractable, several further advantages are apparent.

Firstly, it removes from the user the necessity of personally determining a partition on physical or mathematical grounds. This is extremely useful in general simulation applications, in which the user may not have specialized knowledge.

Secondly, during the solution phase the integration is implicit, and the step size and order of the integration formula is the same for all components. Naturally, this avoids the difficulties of matching order and formulae which are inherent in classic partitioning.
Table 5
Effect of sparse matrix partitioning parameter on integration performance, point defect kinetics

|  |  |  |  |  |  | $=10^{-5}$ |  |  | $=10^{-3}$ |  |  | $=10^{-1}$ |  |  | $t=10$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | NJI | NJD | NCV | NCI | NF | NS | CP | NF | NS | CP | NF | NS | CP | NF | NS | CP | NJF |
| $<10^{-6}$ | 1280 | 4420 | 8 | 8 | 382 | 6 | 45 | 587 | 61 | 63 | - | - | - | - | - | - | 1280 |
| $10^{-5}$ | 1120 | 4222 | 6 | 8 | 362 | 6 | 26 | 541 | 61 | 41 | - | - | - | - | - | - | 1280 |
| $10^{-4}$ | 880 | 2120 | 3 | 8 | 356 | 6 | 13 | 528 | 61 | 26 | 672 | 91 | 37 | 986 | 141 | 56 | 880 |
| $10^{-3}$ to 1 | 720 | 1572 | 1 | 8 | 350 | 6 | 12 | 515 | 61 | 20 | 655 | 91 | 30 | 908 | 141 | 43 | 720 |
| 10 | 540 | 1270 | 1 | 6 | 344 | 6 | 11 | 502 | 61 | 20 | 650 | 91 | 28 | 1158 | 163 | 54 | 720 |
| $10^{2}$ | 400 | 548 | 1 | 4 | 320 | 6 | 8 | 1211 | 127 | 30 | 1369 | 158 | 41 | 1895 | 230 | 72 | 664 |
| $10^{3}$ | 200 | 200 | 1 | 1 | 727 | 94 | 16 | 2210 | 268 | 49 | 2641 | 295 | 58 | 3035 | 419 | 92 | 646 |
| Functional iteration |  |  |  |  | 231 | 94 | 6 | - | - | - | - | - | - | - | - | - | - |
| Full matrix |  |  |  |  | 1272 | 6 | 35 | - | - | - | - | - | - | - | - | - | - |
| Diagonal approximation |  |  |  |  | 218 | 63 | 5 | 2314 | 510 | 36 | - | - | - | - | - | - | - |

[^8]The sparse partitioning method is also fully dynamic, and automatically caters for changes in the required partitioning which may evolve during integration in cases of variable stiffness.

Further study of the possibilities may improve the method of invoking sparse partitioning. The current use of the $\varepsilon$ drop tolerance in the sparse structure assessment is simple to use and automatically assigns a suitable partition, but unfortunately the relationships among the value of $\varepsilon$, the number of terms it will eliminate and the effect of eliminating these terms are not directly predictable. Experience has shown, however, that short trial runs using different values of $\varepsilon$ will often quickly indicate a suitable partition for full computation, and an option which prints Jacobian structure and values has proved extremely useful in identifying the relationships between $\varepsilon$ and the physical meaning of the associated partition.

Finally, it should be pointed out that the use of sparse matrix partitioning is not restricted to the case on which Jacobian elements are evaluated numerically. For cases such as the MACKSIM chemical kinetics simulation package [7], in which the Jacobian is computed from analytical expressions but is stored and handled as a sparse matrix, a similar drop tolerance decision may be made on the magnitude of any element before the element is included in the matrix structure pattern.
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# ON THE POINT VORTEX METHOD* 

D. W. MOORE $\dagger$


#### Abstract

The discretization of the integrodifferential equation governing the evolution of a vortex sheet leads to a representation of the sheet by point vortices. It is shown, by examination of the special case of a uniform circular vortex sheet, that the chaotic motion which often arises when the point vortex representation is used is due to the amplification of numerically introduced disturbances. The mechanism is a discrete form of Helmholtz instability. The linear smoothing method of Longuet-Higgins and Cokelet (1976) and the repositioning method of Fink and Soh (1978) are shown to reduce the instability.


Key Words. point vortex, Helmholtz instability, vortex sheet

1. Introduction. The problem considered in this paper is that of integrating the equation governing the motion of a vortex sheet in two dimensions.

A convenient formulation, and one which is implicit in numerical work going back to Rosenhead (1931), is in terms of Birkhoff's and Rott's circulation coordinate. Suppose $P$ is a typical fluid particle of the sheet and $Q$ is a reference fluid particle. If the vorticity in the sheet is of one sign, ${ }^{1}$ the net vorticity or circulation $\Gamma$ in the $\operatorname{arc} Q P$ is a monotone function of the arc distance between $Q$ and $P$, and $\Gamma$ is a Lagrangian intrinsic coordinate. It is Lagrangian because the circulation between the fluid particles $Q$ and $P$ is invariant as the vortex sheet evolves.

Then, if $z(\Gamma, t)$ is the complex coordinate of $P$ with respect to axes in which the flow at infinity is zero, the evolution of the sheet from an initial shape $z(\Gamma, 0)\left(0 \leqq \Gamma \leqq \Gamma_{e}\right)$ is governed by the singular integrodifferential equation

$$
\begin{equation*}
\frac{\partial z^{*}}{\partial t}(\Gamma, t)=\frac{-i}{2 \pi} f_{0}^{\Gamma_{e}} \frac{d \Gamma^{\prime}}{z(\Gamma, t)-z\left(\Gamma^{\prime}, t\right)^{\prime}} \quad 0<\Gamma<\Gamma_{e} ; \tag{1.1}
\end{equation*}
$$

the slash in the integral sign denotes the Cauchy principal value.
Difficulties of four different types arise when this problem is tackled numerically.

1. The evaluation of the principal value integral cannot accurately be accomplished merely by applying a standard integration formula.
2. The integral can diverge at the end points of the vortex sheet.
3. Portions of the sheet with $\Gamma^{\prime} \neq \Gamma$ can have small values of $\left|z(\Gamma, t)-z\left(\Gamma^{\prime}, t\right)\right|$. This happens in a tightly wound spiral (Maskew (1977)) or in the modeling of separation from smooth surfaces (Fiddes (1980)) where the sheet is close to its image in the surface. This makes the accurate evaluation of the integral difficult.
4. A straight uniform vortex sheet of strength $\gamma$ is unstable to small sinusoidal disturbances of any wavelength $\lambda$, the growth rate being $\pi \gamma / \lambda$. This phenomenon of Helmholtz instability persists in curved nonuniform vortex sheets, at least for short waves, unless the sheet is rapidly stretching (Moore and Griffith-Jones (1974), Moore (1976)). In the author's view, this will imply that roundoff and truncation errors are rapidly amplified to cause the chaotic motion which often ruins practical calculation. Moreover, since the shorter the wave the faster it grows, nonlinear excitation of short waves can lead to a singularity developing in $z(\Gamma, t)$ at a finite time even if $z(\Gamma, 0)$ is analytic (Saffman and Baker (1978), Moore (1979)). Thus the initial value problem for (1.1) is ill-posed.
[^9]The second and third difficulties will not be treated here and-for simplicity-the vortex sheet will be a simple closed curve, so that

$$
\begin{equation*}
z\left(\Gamma_{e}, t\right)=z(0, t) ; \tag{1.2}
\end{equation*}
$$

the shape of the sheet is analytic everywhere.
The first difficulty was overcome by Van der Vooren ${ }^{2}$ (1965) who subtracted from the integrand in (1.1) a function with the same singularity, which thus rendered the integrand regular. The canceling function could be integrated analytically. This is recommended practice in numerical analysis (Isaacson and $\operatorname{Keller}(1966$, p. 346)) but its application to the vortex sheet was novel.

If trapezoidal integration is used, Van der Vooren's procedure leads to

$$
\begin{equation*}
\frac{-i}{2 \pi} f_{0}^{\Gamma_{e}} \frac{d \Gamma^{\prime}}{z_{s}-z\left(\Gamma^{\prime}, t\right)}=\frac{-i}{2 \pi} \sum_{\substack{p=0 \\ p \neq s}}^{p=N} \frac{\Delta \Gamma}{z_{s}-z_{p}}-\frac{i \Delta \Gamma}{4 \pi} \frac{\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}}{\left(\frac{\partial z}{\partial \Gamma}\right)_{s}^{2}} \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{p}=z(p \Delta \Gamma, t), \quad(p=0,1,2, \cdots, N) \tag{1.4}
\end{equation*}
$$

and where the range of integration $\left(0, \Gamma_{e}\right)$ has been divided into $N$ equal portions of length $\Delta \Gamma$. Van der Vooren's interest was in the growth of periodic waves on an infinite uniform vortex sheet, but his result holds also for a closed vortex sheet; a proof is given in the Appendix.

If Van der Vooren's formula is substituted into the governing integrodifferential equation it becomes

$$
\begin{equation*}
\frac{\partial z_{s}^{*}}{\partial t}=-\frac{i}{2 \pi} \sum_{\substack{p=0 \\ p \neq s}}^{N} \frac{\Delta \Gamma}{z_{s}-z_{p}}-\frac{i \Delta \Gamma}{4 \pi} \frac{\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}}{\left(\frac{\partial z}{\partial \Gamma}\right)_{s}^{2}}, \tag{1.5}
\end{equation*}
$$

and if the differential coefficients in the last term are replaced by finite differences, so that, for example,

$$
\begin{equation*}
\left(\frac{\partial z}{\partial \Gamma}\right)_{s}=\frac{z_{s+1}-z_{s-1}}{2 \Delta \Gamma} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}=\frac{z_{s+1}-2 z_{s}+z_{s-1}}{\Delta \Gamma^{2}} \tag{1.7}
\end{equation*}
$$

a system of ordinary differential equations results. The first term on the right is the familiar point vortex approximation introduced by Rosenhead (1931), and thus the error in the point vortex approximation is less than $e_{N}$, where

$$
\begin{equation*}
e_{N}=\frac{\Gamma_{e}}{4 \pi N} \max \frac{\left|\frac{\partial^{2} z}{\partial \Gamma^{2}}\right|_{s}}{\left|\frac{\partial z}{\partial \Gamma}\right|_{s}^{2}} \tag{1.8}
\end{equation*}
$$

[^10]Thus the point vortex approximation is a consistent approximation because the truncation error $e_{N}$ goes to zero as the number of integration points goes to infinity, although it is a crude approximation for any practical value of $N$. The criticism of the method made recently by Fink and Soh (1978) is thus unjustified and Baker (1980) has, by a different method, established the asymptotic validity of the point vortex formula. In fact, as pointed out by Van der Vooren and by Baker, the error in (1.3) is exponentially small, because the right-hand side of (1.3) is the result of applying trapezoidal integration to a smooth periodic function (Isaacson and Keller (1966, p. 340)).

The fourth difficulty remains to be resolved. In discussing it, it must be kept in mind that the vortex sheet is itself an approximation to a thin shear layer. Now a straight shear layer with uniform vorticity and constant thickness is not violently unstable to very short waves, as was shown by Rayleigh (1945, p. 392). Waves with wavelength less than a critical wavelength equal to 4.8 shear-layer thicknesses are not amplified.

The contention that Helmholtz instability is the fundamental difficulty in vortex sheet calculations has been contested by Fink and Soh (1978), who claim that integration error causes the chaotic motion. In support of this, Fink and Soh introduced a repositioning technique aimed at improving the accuracy of the evaluation of the integral in (1.1) and found that chaotic motion disappeared. Moreover, a deliberately introduced disturbance did not amplify or cause chaotic motion.

In § 2 an attempt is made to resolve this dispute. A uniform circular vortex sheet is studied, because the exact solution of (1.1) and the exact solution of the point vortex representation equation (1.5) are both known. It is shown that errors grow rapidly, whether the corrected or uncorrected point vortex formula is used, and that the growth rate of the error is that of the most unstable mode of Helmholtz instability of the representing point vortices. The most unstable wave has a period of two spacings, whereas Fink and Soh introduced a disturbance of length 10 spacings the growth rate of which on linear theory is 0.36 of that of the most unstable wave. A more stringent test still of the hypothesis that this discrete form of Helmholtz instability is present is to Fourier analyze the error; this reveals the presence of less rapidly growing modes, each growing at its predicted growth rate.

If it is granted that it is the growth of short waves which can ruin calculations with vortex sheets, it is sensible to consider ways of removing the instability. This is because, as has been pointed out, the instability is introduced by the step of replacing a shear layer of small, but finite, thickness by a vortex sheet.

One could give up the vortex sheet approximation and return to the computation of the evolution of a thin layer. This is without doubt the most satisfactory procedure, but it involves much more computation.

An alternative approach is to modify the integrodifferential equation (1.1) to allow for finite thickness (Moore (1978), Dhanak (1980)) but the resulting equation, while only a little more complicated than (1.1), has not proved amenable to computation. The equation is valid only for disturbances that are long compared to the shear-layer thickness and it has a spurious short wave instability rather like that of the KdV equation, which is also a long wave approximation.

Another possibility is to apply a linear smoothing formula, such as that introduced by Longuet-Higgins and Cokelet (1976) in their work on nonlinear water waves. In § 3 their formula is tried on the point vortex representation of a straight uniform vortex sheet. It is shown analytically, by an extension of Von Karman's analysis (Lamb (1932, p. 225)), to remove completely the most unstable mode of instability, while the less unstable modes are suppressed or have reduced growth rates. A test on the uniform
circle shows that one complete revolution can be followed when 60 vortices are used but that chaotic motion set in at about one and one quarter revolutions.

There remains the question of the absence of chaotic motion in Fink and Soh's (1978) calculations and in the subsequent use of Fink and Soh's method by Sarpkaya and Shoaff (1979). In § 4 a simplified version of this repositioning method is examined analytically, again in the context of the straight uniform vortex sheet. It is shown to remove the most unstable mode and to reduce the growth of the higher modes of Helmholtz instability in this case and thus, while its effect on the accuracy of the point vortex method can be questioned (Baker (1980)), it is an effective stabilizing technique.

Repositioning was applied to the circle and was shown to increase the time of onset of visible error by a factor of two. The error appeared, not as chaotic motion, but as a spurious wave.

Linear smoothing and repositioning were compared for an initially circular nonuniform vortex sheet. The gross features of the evolution agree but features involving few vortices do not. Repositioning was markedly more successful in preventing chaotic motion, which-in these tests-it suppressed completely.
2. The circular vortex sheet. A simple exact solution of (1.1) is that for a uniform circular vortex sheet of unit strength and unit radius. The flow field for $|z|>1$ is a potential vortex of circulation $2 \pi$, whereas for $|z|<1$ the fluid is at rest. The circular vortex sheet $|z|=1$ represents a discontinuity across which the fluid velocity jumps from 0 to 1 so that the fluid particles comprising the sheet move with a velocity $\frac{1}{2}$, which is the average of the velocities on the two sides of the sheet. In circulation coordinate terms the solution is

$$
\begin{equation*}
z(\Gamma, t)=\exp \left\{i\left(\Gamma+\frac{1}{2} t\right)\right\}, \quad 0 \leqq \Gamma \leqq 2 \pi, \tag{2.1}
\end{equation*}
$$

as can be verified by substituting in (1.1) and evaluating the integral by residues.
If the sheet is replaced by $N$ equal point vortices each of circulation $2 \pi / N$ placed along the sheet at angular separations $2 \pi / N$, the resulting regular polygon of point vortices rotates with angular velocity $\Omega_{N}^{(0)}$, where

$$
\begin{equation*}
\Omega_{N}^{(0)}=\frac{1}{2}\left(1-\frac{1}{N}\right) . \tag{2.2}
\end{equation*}
$$

If, however, Van der Vooren's correction is applied with fourth order differences for the derivatives, so that in (1.5)

$$
\begin{equation*}
\left(\frac{\partial z}{\partial \Gamma}\right)_{s}=\frac{z_{s-2}-8 z_{s-1}+8 z_{s+1}-z_{s+2}}{12 \Delta \Gamma} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}=\frac{-z_{s-2}+16 z_{s-1}-30 z_{s}+16 z_{s+1}-z_{s+2}}{12 \Delta \Gamma^{2}}, \tag{2.4}
\end{equation*}
$$

the regular polygon rotates with velocity $\Omega_{N}^{(4)}$, where

$$
\begin{equation*}
\Omega_{N}^{(4)}=\frac{1}{2}\left(1-\frac{1}{N}\right)+\frac{3}{4 N} \sec ^{2} \frac{1}{2} \phi(7-\cos \phi)(4-\cos \phi)^{-2} . \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\phi=\frac{2 \pi}{N} \tag{2.5}
\end{equation*}
$$

is the angular separation of the point vortices. It is clear that

$$
\begin{equation*}
\Omega_{N}^{(0)}=\frac{1}{2}+O\left(N^{-1}\right) \tag{2.7}
\end{equation*}
$$

and it can be shown that

$$
\begin{equation*}
\Omega_{N}^{(4)}=\frac{1}{2}+O\left(N^{-5}\right), \tag{2.8}
\end{equation*}
$$

which demonstrates the improvement in accuracy obtained when Van der Vooren's correction is added to the point vortex formula; even higher accuracy can be obtained by going to higher order differences. It may be noted that Fink and Soh's (1978) idea of replacing the vortex sheet by a polygon with a point vortex at the center of each side of the polygon gives (2.2) if the polygon is escribed and $\Omega_{N}^{(0)} \sec ^{2} \frac{1}{2} \phi$ if the polygon is inscribed. In either case, the error is $O\left(N^{-1}\right)$.

To examine the role of the discrete form of Helmholtz instability, (1.5) was integrated numerically both with and without the inclusion of Van der Vooren's correction. Fourth order Runge-Kutta integration was used with a fixed time step $\delta t$. This time step must be shorter than the shortest time scale associated with the evolution of small disturbances to the polygonal array. If $N$ is large, this shortest time scale is approximated by the $e$-folding time $T_{N}$ of the most unstable mode of a uniform linear array of point vortices each of strength $2 \pi / N$ at spacing $2 \pi / N$ for which (Lamb (1932, p. 226))

$$
\begin{equation*}
T_{N}=\frac{8}{N} \tag{2.9}
\end{equation*}
$$

The analysis can be repeated with Van der Vooren's correction included, to find that, when fourth order differences are employed, the most unstable mode grows more rapidly with the $e$-folding time $T_{N}^{\prime}$, where

$$
\begin{equation*}
T_{N}^{\prime}=\frac{8}{N}\left(1+\frac{16}{3 \pi^{2}}\right)^{-1} \tag{2.10}
\end{equation*}
$$

The mode shape is one of "pairing" and has a period of two spacings, so that its wavelength is $4 \pi / N$. One may note that a wave of length $4 \pi / N$ on a uniform vortex sheet of unit strength has an $e$-folding time $4 / N$, which is half the corresponding value for an array. This might explain why making the spatial integration more accurate is reducing the $e$-folding time.

In the integration $\delta t$ was chosen to be $T_{N} / 5$ or $T_{N} / 10$, the latter as a check.
The $N$ point vortices were at positions

$$
z_{s}(0)=\exp \{i(s-1) \phi\}, \quad s=1,2, \cdots, N
$$

at time $t=0$, so that according to the exact solution they are at positions

$$
\begin{equation*}
z_{s}(t)=z_{s}(0) \exp \left(i \Omega_{N}^{(r)} t\right), \quad s=1,2, \cdots, N \tag{2.12}
\end{equation*}
$$

at time $t$. If the calculated positions are $z_{s}^{\prime}(t)$ then a set of complex errors $e_{s}(t)$ can be defined by

$$
\begin{equation*}
e_{s}(t)=z_{s}^{\prime}(t)-z_{s}(t), \quad s=1,2, \cdots, N \tag{2.13}
\end{equation*}
$$

In Fig. 1 is plotted the logarithm of the mean error $\bar{e}$ defined by

$$
\begin{equation*}
\bar{e}(t)=\frac{1}{N} \sum_{s=1}^{N}\left|e_{s}(t)\right| \tag{2.14}
\end{equation*}
$$



Fig. 1. The error $\tilde{e}(t)$ in the case $N=60, \delta t=T_{N} / 5$, with and without Van der Vooren's correction.
both with and without Van der Vooren's correction, in the case $N=60$. Fourth order differences were used to compute Van der Vooren's correction. In both cases, the mean error grows initially rather slowly. Next there is an extensive region of exponential growth, to which straight lines have been fitted. Finally the growth slackens off at values of $\bar{e}$ of about 0.1 , due almost certainly to nonlinear coupling between modes.

If the principal claim of this paper is correct and the error in vortex calculations is due to the discrete form of Helmholtz instability, the growth rate $\sigma$ of the error must be that of the most unstable mode of this instability. This maximum growth rate for a regular polygon of identical point vortices was calculated by Havelock (1931), and for large $N$ his results give

$$
\sigma=\frac{N}{8}-\frac{1}{2}+O\left(\frac{1}{N}\right)
$$

which gives $\sigma=7.0^{3}$ when $N=60$, while the value derived from Fig. 1 is 6.99 .
Havelock's analysis can be repeated with Van der Vooren's correction included, to predict an increased growth rate $\sigma^{\prime}$ given by

$$
\sigma^{\prime}=\frac{N}{8}\left(1+\frac{16}{3 \pi^{2}}\right)-\frac{1}{2}+O\left(\frac{1}{N}\right),
$$

which gives $\sigma^{\prime}=11.05$ when $N=60$ compared to a value 10.95 derived from Fig. 1.
The initial stage of slow growth can be interpreted as the stage in which the most unstable mode has not grown enough to leave the other modes behind. However, the length of this initial stage is about ten $e$-folding times of the most unstable mode, so that the question calls for further examination. This is attempted later.

Havelock in fact considered the evolution of more general disturbances to a regular polygon of $N$ equal point vortices and showed that there are $N$ normal modes in which the vortices are displaced to complex positions $\tilde{z}_{s}(t)$, where

$$
\begin{equation*}
\tilde{z}_{s}(t)-z_{s}(t)=z_{s}(t) w_{s}^{(p)}(t), \quad s=1,2, \cdots, N \tag{2.15}
\end{equation*}
$$

[^11]where $p$ is a mode label taking on the values $0,1, \cdots, \mathrm{~N}-1$. The function $w_{s}^{(p)}(t)$ gives the mode shape, and
\[

$$
\begin{equation*}
w_{s}^{(p)}(t)=\varepsilon e^{\sigma_{p} t} \exp \{i s p \phi\}, \tag{2.16}
\end{equation*}
$$

\]

where $\varepsilon$ is a disturbance amplitude, assumed small, and $\sigma_{p}$ is the growth rate given by

$$
\begin{equation*}
\sigma_{p}^{2}=\frac{1}{4} p(N-p) N^{-2}(p(N-p)-2 N+2) . \tag{2.17}
\end{equation*}
$$

The most unstable mode is $p=N / 2$ (provided $N$ is even), and this mode is one of pairing of neighboring vortices, just as in the case of the linear array.

If this instability is responsible for the failure of calculations in which a vortex sheet is replaced by point vortices, it ought to be possible to detect these modes by Fourier analysis of the computed complex errors $e_{s}(t)$. Thus complex Fourier coefficients

$$
\begin{equation*}
E_{p}(t)=\frac{1}{N} \sum_{s=1}^{N} e^{-i s(p+1) \phi} e_{s}(t), \quad p=0,1, \cdots, N-1 \tag{2.18}
\end{equation*}
$$

were calculated. If $N=60$, the modes $p=30,20,15,12$ and 10 have a periodicity of 2 , $3,4,5$ and 6 spacings and thus are analogues of modes which can occur in a linear array of vortices, the first being pairing. The growth of these modes is shown in Fig. 2 and their growth rates are compared with the values computed from Havelock's result (2.17) in Table 1. The agreement is good and there can be little doubt that Helmholtz instabil-ity-in its discrete form-is present. Note, however, that nonlinear effects occur at an early stage of the calculation.

TAble 1
Comparison of theoretical and numerical growth rates

| Periodicity | $\sigma$ from (2.17) | $\sigma$ from Fig. 2 |
| :--- | :---: | :---: |
| 2 spacings | 6.991 | 6.91 |
| 3 spacings | 6.155 | 6.17 |
| 4 spacings | 5.110 | 5.15 |
| 5 spacings | 4.280 | 4.32 |
| 6 spacings | 3.642 | 3.62 |

These modes are not specially strongly excited and the complete spectrum is shown in Fig. 4. The instability is not obvious graphically until a late stage, as is illustrated in Figs. 3a, 3b and 3c. Moreover, the flatness of the spectrum explains why the effect of instability, when it does appear at a magnitude (of, say, $5 \%$ ) which is graphically apparent, does not display any obvious modal features. The flatness of the spectrum is due in part to nonlinear effects.

Examination of the spectrum for small times explains the delay in the appearance of growth at the growth rate of the most unstable mode. The Fourier coefficient $E_{0}$ is $O\left(10^{-10}\right)$ while the remaining coefficients are $O\left(10^{-14}\right)$ at $t=0.2667$ in the case $N=60$, so that the most unstable mode is making a negligible contribution to the total error. It may be noted that an increase $\delta r$ in the distance of each vortex from the center of the regular polygon gives an error

$$
\begin{equation*}
e_{s}=\delta r e^{i s \phi}, \quad s=1,2, \cdots, N, \tag{2.19}
\end{equation*}
$$

which has $E_{0}=\delta r$ and $E_{p}=0(1 \leqq p \leqq N-1)$. Thus $E_{0}$ represents a small systematic error, and it is natural to suppose that it is caused by the truncation error arising from


Fig. 2. The growth of the modes $p=30,20,15,12$ and 10 in the case $N=60$ and $\delta t=T_{N} / 5 . \log _{10}\left|E_{p}\right|$ is plotted against $t / T_{60}$. Van der Vooren's correction was not applied.
use of the fourth order Runge-Kutta formula. This was checked by noting that this error diminished by a factor $\frac{1}{16}$ when the time step was halved. However, there seemed no reason to reduce this truncation error below the value $O\left(10^{-10}\right)$ by the use of very short time steps.
3. The suppression of discrete Helmholtz instability by linear smoothing. In this section the effect on the growth of short waves of the linear smoothing formulae used by Longuet-Higgins and Cokelet (1976) will be studied.

Linear formulae smooth by replacing the complex coordinate of each point vortex $z_{s}$ by a linear combination $\hat{z}_{s}$ of the coordinates of itself and its neighbors, and "five-point"

$$
\begin{equation*}
\hat{z}_{s}=\frac{-z_{s-2}+4 z_{s-1}+10 z_{s}+4 z_{s+1}-z_{s+2}}{16} \tag{3.1}
\end{equation*}
$$

and "seven-point"

$$
\begin{equation*}
\hat{z}_{s}=\frac{-z_{s-3}+9 z_{s-1}+16 z_{s}+9 z_{s+1}-z_{s+3}}{32} \tag{3.2}
\end{equation*}
$$

formulae were proposed.


Fig. 3. The appearance of the point vortices at (a) $t=3.6$, (b) $t=4.0$, (c) $t=5.6$. Note that the modal structure is not apparent at $t=4.0$.

Both of these formulae can be written in the form

$$
\begin{equation*}
\hat{z}_{s}=A_{0}+\sum_{r=1}^{M} A_{r}\left(z_{s+r}+z_{s-r}\right) \tag{3.3}
\end{equation*}
$$

where, in order to ensure that the positions of equally spaced point vortices on a straight line are unchanged,

$$
\begin{equation*}
A_{0}+\sum_{r=1}^{M} 2 A_{r}=1 \tag{3.4}
\end{equation*}
$$

The effect of such a smoothing formula on the growth of waves on an array of point vortices representing an evolving vortex sheet can be studied by utilizing the analysis given by Von Karman of this representation of a straight, infinite uniform vortex sheet.

Suppose that an infinite linear array of point vortices have complex coordinates $n h+\tilde{z}_{n}(t)$ and equal strengths $\Delta \Gamma$, where $\left|\tilde{z}_{n}\right|<h$, where $h$ is the spacing in the undisturbed state. Then, following Lamb (1932), the complex velocity $\rho_{s}(t)$ induced at the vortex at $s h+\tilde{z}_{s}$ is given approximately by

$$
\begin{equation*}
\rho_{s}(t)=\frac{i \Delta \Gamma}{2 \pi h^{2}} \sum_{p \neq s} \frac{\tilde{z}_{s}(t)-\tilde{z}_{p}(t)}{(s-p)^{2}} \tag{3.5}
\end{equation*}
$$

where nonlinear terms have been dropped.


Fig. 4. The spectrum at $t=4.0$ in the case $N=60 \delta t=T_{N} / 5 . \log _{10}\left|E_{p+1}\right|$ is plotted against $p$ to reveal the comparative flatness of the spectrum near the peak at $p=30$. (Note that Fig. 1 to Fig. 4 were derived from distinct computer runs although the parameters $N$ and $\delta t$ were held fixed.)

For simplicity, it will be assumed that Euler integration rather than Runge-Kutta integration is being used, and then it follows from the Euler integration formula that the vortices at time $t+\delta t$ will be $s h+z_{s}^{\prime}$, where

$$
\begin{equation*}
z_{s}^{\prime}=\tilde{z}_{s}(t)+\rho_{s}^{*}(t) \delta t+O\left(\delta t^{2}\right) \tag{3.6}
\end{equation*}
$$

If the smoothing formula is applied to $z_{s}^{\prime}$ to obtain the new positions, then

$$
\begin{equation*}
\tilde{z}_{s}(t+\delta t)=A_{0} z_{s}^{\prime}+\sum_{r=1}^{M} A_{r}\left(z_{s+r}^{\prime}+z_{s-r}^{\prime}\right) \tag{3.7}
\end{equation*}
$$

so that, from (3.6),

$$
\begin{equation*}
\tilde{z}_{s}(t+\delta t)=A_{0} \tilde{z}_{s}+\sum_{r=1}^{M} A_{r}\left(\tilde{z}_{s+r}+\tilde{z}_{s-r}\right)+\delta t\left\{A_{0} \rho_{s}^{*}+\sum_{r=1}^{M} A_{r}\left(\rho_{s+r}^{*}+\rho_{s-r}^{*}\right)\right\} \tag{3.8}
\end{equation*}
$$

The evolution of a spatially periodic disturbance to the array will be examined, so that

$$
\begin{equation*}
\tilde{z}_{s}(t)=a(t) \exp \{i s \psi\} \tag{3.9}
\end{equation*}
$$

where, if the mode has a period of $R$ spacings,

$$
\begin{equation*}
\psi=\frac{2 \pi}{R}, \quad R=2,3,4, \cdots \tag{3.10}
\end{equation*}
$$

Substitution of (3.9) into (3.5) and (3.8) leads, after some algebra, to an equation determining the evolution of the amplitude $a(t)$; this is

$$
\begin{equation*}
a(t+\delta t)=F(\psi)\left\{a(t)-\frac{i \Delta \Gamma \delta t}{\pi h^{2}} G(\psi) a^{*}(t)\right\}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\psi)=1-4 \sum_{r=1}^{M} A_{r} \sin ^{2}\left(\frac{r \psi}{2}\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G(\psi)=\frac{1}{4} \psi(2 \pi-\psi) \tag{3.13}
\end{equation*}
$$

It can be verified that, for either of the smoothing formulae of Longuet-Higgins and Cokelet, the function $F$ satisfies

$$
\begin{equation*}
0<F \leqq 1 \tag{3.14}
\end{equation*}
$$

and this condition will be assumed in what follows.
Equation (3.11) is a difference equation for $a(n \delta t)$ which has both a (possibly) growing and a decaying solution. The growing solution is

$$
\begin{equation*}
a(n \delta t)=\alpha_{0}(1-i) \mu^{n}, \quad n=0,1,2, \cdots, \tag{3.15}
\end{equation*}
$$

where $\alpha_{0}$ is a real constant and

$$
\begin{equation*}
\mu_{R}=F\left(\frac{2 \pi}{R}\right)\left(1+\frac{\Delta \Gamma \delta t}{\pi h^{2}} G\left(\frac{2 \pi}{R}\right)\right) \tag{3.16}
\end{equation*}
$$

If there is no smoothing, $F=1$ and

$$
\begin{equation*}
\mu=1+\frac{\Delta \Gamma \delta t G}{\pi h^{2}} \tag{3.17}
\end{equation*}
$$

Thus in the limit $\delta t \rightarrow 0$ and $n \rightarrow \infty$, with $n \delta t=t$, the solution for $a(t)$ reduces to that given by Lamb.

In this case, the mode which grows most rapidly corresponds to $R=2$ or $\psi=\pi$, because this makes $G$ as large as possible. This disturbance is the shortest wave the discrete array can support and represents a pairing of adjacent vortices. The e-folding time of this mode is $T$, where

$$
\begin{equation*}
T=\frac{4 h^{2}}{\pi \Delta \Gamma} \tag{3.18}
\end{equation*}
$$

$T$ forms a useful time scale for the subsequent discussion. Since $\Delta \Gamma / h$ is the circulation per unit length in the vortex sheet, $T \rightarrow 0$ as $h \rightarrow 0$ so that the $e$-folding time of the most unstable mode becomes smaller as the number of point vortices is increased. Note that when $h=2 \pi / N$ and $\Delta \Gamma=2 \pi / N$, as in the regular polygon of identical vortices of $\S 2$, (3.18) gives $T=T_{N}$.

If $T$ is introduced into (3.16), it becomes

$$
\begin{equation*}
\mu_{R}=F\left(\frac{2 \pi}{R}\right)\left(1+\frac{4 \delta t(R-1)}{T R^{2}}\right) \tag{3.19}
\end{equation*}
$$

Since $F<1$ for $\psi \neq 0$, the application of smoothing reduces the growth rate of all modes. Moreover, since $F(\pi)=0$ for either (3.1) or (3.2), the most unstable mode $R=2$ is suppressed. Higher modes are suppressed if $\mu_{R}<1$.

Accurate Euler integration anyway requires $\delta t \ll T$, and in this case the disturbance evolves nearly continuously, with a growth rate $\bar{\sigma}_{R}$ given by

$$
\begin{equation*}
\bar{\sigma}_{R}=\frac{1}{T}\left\{\frac{4(R-1)}{R^{2}}+\frac{T}{\delta} \log \left(1-\sin ^{4}\left(\frac{\pi}{R}\right)\right)\right\} \tag{3.20}
\end{equation*}
$$

where, for definiteness, the smoothing formula (3.1) has been used to evaluate $F$. For example, if $\delta t=T / 5$, as in most of the calculations presented here, $\tilde{\sigma}_{R}$ is negative for $R=2,3,4$, and is positive for $R>5$ with a maximum when $R=8$; however, $\sigma_{5}$ is only 0.004 , so that mode is effectively suppressed.

The smoothing formula (3.1) was applied to the case of the circular vortex sheet studied in the previous section. Fig. 5 shows the spectrum of the error in case $N=60$, $t=T_{N} / 5$. Only the wings of the spectrum grow (so long as nonlinear effects are negligible) and, as anticipated, the most unstable modes are suppressed. The analysis of this section cannot strictly be applied to a polygonal rather than a linear array. However, the Havelock mode of mode label $p$ has a period of approximately $R=[N / p]$ spacings, and if the above discussion of (3.20) is applied it suggests that $0 \leqq p \leqq 10$ (and $59>p>49$ ) are unstable, in fair agreement with Fig. 5. The predicted maximum growth rate is $0.329 T^{-1}$, achieved when $p \sim 7$. Chaotic motion had not appeared at $t=12$, but had appeared at $t=15$. Thus a postponement by a factor of roughly 3 has been attained.

It is not easy to estimate a priori the errors introduced by this type of smoothing. The condition (3.4) imposed on the smoothing coefficients $A_{r}$ ensures that

$$
\begin{equation*}
\Delta \Gamma \sum_{s=1}^{N} \hat{z}_{s}=\Delta \Gamma \sum_{s=1}^{N} z_{s} \tag{3.21}
\end{equation*}
$$

so that the linear momentum is unchanged by the smoothing. However, it has not been possible to estimate a priori the effect of the smoothing on the angular momentum or kinetic energy.

Linear smoothing has one adverse effect which is easily demonstrated by applying it to the test case of the regular polygon. If $z_{s}$ is given by (2.11) then

$$
\begin{equation*}
\hat{z}_{s}=z_{s} F(\phi), \tag{3.22}
\end{equation*}
$$

where, as in $\S 2, \phi=2 \pi / N$ is the angular separation of the point vortices. Thus, since $F<1$, the radius of the polygon is reduced each time smoothing is applied. This error will arise in any situation, such as in rolling up, where nearly circular vortex sheets occur. If $N=20$ the reduction in radius is by a factor 0.999401 for formula (3.1) and 0.998233 for formula (3.2). ${ }^{4}$

If $N$ is large, then it can be shown that, in the case of smoothing formula (3.1),

$$
\begin{equation*}
F=1-\frac{\pi^{4}}{N^{4}}+O\left(\frac{1}{N^{6}}\right) \tag{3.23}
\end{equation*}
$$

Suppose a time step $\delta t=T_{N} / I$ is used and integration is carried forward to the time $4 \pi$ corresponding to a complete revolution. Then $4 \pi I / T_{N}$ time steps are needed, so that in view of (3.23) and (2.9) the radius of the polygon when $t=2 \pi$ is

$$
\exp \left\{-\frac{I \pi^{5}}{2 N^{3}}\right\}
$$

Thus the error in radius tends to zero with increasing $N$ and is merely $0.35 \%$ in the case $N=60$ and $I=5$.

It was shown in § 3 that a change $\delta r$ in the radius of each vortex produces a Fourier coefficient $E_{0}$ of $O(\delta r)$ and zero higher coefficients. The effect of the bias in the smoothing formula (3.1) is apparent in Fig. 5.

[^12]

Fig. 5. $\log _{10}\left|E_{p+1}\right|$ as a function of $p$ in the case (a) $t=4.0$ and (b) $t=8.0$, with smoothing given by (3.1) and with $N=60$ and $\delta t=T_{N} / 5$. The effect of the bias is noticeable in the large value of $\left|E_{0}\right|$.

The error can be further reduced by applying smoothing only every $S$ time steps-this was Longuet-Higgins' and Cokelet's procedure. But then it can be shown that (3.20) is replaced by

$$
\begin{equation*}
\bar{\sigma}_{R}=\frac{1}{T}\left\{\frac{4(R-1)}{R^{2}}+\frac{T}{S \delta t} \log \left(1-\sin ^{4} \frac{\pi}{R}\right)\right\} . \tag{3.24}
\end{equation*}
$$

Thus $R=2$ remains suppressed, but the stabilizing effect of the smoothing is reduced for the higher modes. An assessment based on the value of $N$ and the time for which
stabilization is needed must be made to see if this option is useful, given the likely initial errors.
4. The repositioning technique. The repositioning technique was introduced by Fink and Soh (1978) in an attempt to improve the accuracy of the point vortex method. In this section, its effect on the discrete Helmholtz instability of a uniform linear array of point vortices is examined.

Fink and Soh's repositioning technique was designed to deal with a vortex sheet with ends, and this leads to complications which can be avoided in the present case. Thus a simplified version of the technique is described here.

Suppose that at some instant $t$ the closed vortex sheet is described by $N$ point vortices of strengths $\Delta \Gamma_{p}$ at positions $z_{p}$, where $p=1,2, \cdots, N$. The first step is to calculate the arc distance $s_{p}$ of vortex $p$ from vortex 1 using the equation

$$
\begin{equation*}
s_{p}-s_{p-1}=\left|z_{p}-z_{p-1}\right| \tag{4.1}
\end{equation*}
$$

where $s_{1}=0$ and where, if $p$ falls outside the range $1 \leqq p \leqq N$, the periodicity of $z$

$$
\begin{equation*}
z_{p+N}=z_{p} \tag{4.2}
\end{equation*}
$$

is used. With this definition, the length of the vortex sheet is $L=s_{N+1}$.
The next step is to reposition the vortices $p=2,3, \cdots, N$ at $\hat{z}_{p}$, where the new coordinates are chosen so that the vortices are equally spaced in arc distance from the vortex 1 . Thus the repositioned vortices have arc coordinates $\hat{s}_{p}$, where

$$
\begin{equation*}
\hat{s}_{p}=\frac{(p-1) L}{N} \tag{4.3}
\end{equation*}
$$

If the repositioning is carried out frequently, $\hat{z}_{p} \approx z_{p}$ and the repositioning can be achieved by interpolation. The function $z(s)$ is known at unequally spaced points $s=s_{p}$, so that using three-point Lagrange interpolation, for example, gives

$$
\begin{align*}
\hat{z}_{p}= & z_{p-1} \frac{\left(\hat{s}_{p}-s_{p}\right)\left(\hat{s}_{p}-s_{p+1}\right)}{\left(s_{p-1}-s_{p}\right)\left(s_{p-1}-s_{p+1}\right)}+z_{p} \frac{\left(\hat{s}_{p}-s_{p-1}\right)\left(\hat{s}_{p}-s_{p+1}\right)}{\left(s_{p}-s_{p-1}\right)\left(s_{p}-s_{p+1}\right)}  \tag{4.4}\\
& \quad+z_{p+1} \frac{\left(\hat{s}_{p}-s_{p-1}\right)\left(\hat{s}_{p}-s_{p}\right)}{\left(s_{p+1}-s_{p-1}\right)\left(s_{p+1}-s_{p}\right)}, \quad p=2,3, \cdots, N .
\end{align*}
$$

Finally, the new vortex strengths are calculated. To do this the sheet strength $\gamma(s)$, defined by

$$
\begin{equation*}
\gamma(s)=\frac{\partial \Gamma}{\partial s}, \tag{4.5}
\end{equation*}
$$

is calculated at $s=s_{p}$ from

$$
\begin{equation*}
\gamma\left(s_{p}\right) \frac{\left(s_{p+1}-s_{p-1}\right)}{2}=\Delta \Gamma_{p} \tag{4.6}
\end{equation*}
$$

where an estimate of the arc length of sheet represented by the vortex $p$ has been used. Then $\gamma\left(\hat{s}_{p}\right)(p=1,2, \cdots, N)$ is calculated from the set of values $\gamma\left(s_{p}\right)$ using the interpolation formula (4.4) and invoking the periodicity of $\gamma\left(s_{p}\right)$ if necessary. With $\gamma\left(\hat{s}_{p}\right)$ in hand, the new point vortex strengths follow from

$$
\begin{equation*}
\Delta \hat{\Gamma}_{p}=\gamma\left(\hat{s}_{p}\right)\left(\frac{L}{N}\right) \tag{4.7}
\end{equation*}
$$

Clearly the repositioning produces no change in coordinates or strengths when applied to a regular polygonal array, so that the bias introduced by linear smoothing is absent.

For the case of the slightly perturbed uniform linear array, the effect of repositioning can be discussed analytically. If, as before, the vortices are at positions

$$
z_{p}=p h+\tilde{z}_{p}
$$

then

$$
\begin{equation*}
\left|z_{p+1}-z_{p}\right|=h+\tilde{x}_{p+1}-\tilde{x}_{p}+\boldsymbol{O}\left(\left|\tilde{z}_{p}\right|^{2}\right), \tag{4.8}
\end{equation*}
$$

so that, in view of (4.1),

$$
\begin{equation*}
s_{p}=(p-1) h+\tilde{x}_{p}-\tilde{x}_{1}+O\left(\left|\tilde{z}_{p}\right|^{2}\right) . \tag{4.9}
\end{equation*}
$$

This approximation can be substituted into (4.4) and the corresponding interpolation formula for $\gamma$ to show that, denoting repositioned quantities by ${ }^{\wedge}$,

$$
\begin{equation*}
\hat{\tilde{z}}_{p}=i \tilde{y}_{p}+x_{1}, \quad p=1,2, \cdots, N \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma\left(\hat{s}_{p}\right)=\gamma\left(s_{p}\right), \quad p=1,2, \cdots, N ; \tag{4.11}
\end{equation*}
$$

however, variations of the point vortex strengths are induced by the change of length, and, if the vortex with label $p$ has strength $\Delta \Gamma+\tilde{\delta_{p}}$,

$$
\begin{equation*}
\hat{\hat{\delta}_{p}}=\tilde{\delta_{p}}-\frac{\Delta \Gamma}{2 h}\left(x_{p+1}-x_{p-1}\right) . \tag{4.12}
\end{equation*}
$$

Von Karman's analysis can now be repeated, allowing for the variations of point vortex strength induced by the repositioning. Thus the complex velocity $\rho_{s}$ is given by

$$
\begin{equation*}
\rho_{S}=\frac{i \Delta \Gamma}{2 \pi h^{2}} \sum_{p \neq s} \frac{\tilde{z}_{s}-\tilde{z}_{p}}{(s-p)^{2}}-\frac{i}{2 \pi h} \sum_{p \neq s} \frac{\tilde{\delta_{p}}}{(s-p)}, \tag{4.13}
\end{equation*}
$$

instead of (3.4).
The analysis of $\S 3$ can now be repeated; for the mode defined by (3.9) ${ }^{5}$ and (3.10) the growth factor $\mu_{R}$ is given by

$$
\begin{equation*}
\mu_{R}=1+\frac{\delta t}{T}\left[\frac{8}{\pi R}\left(1-\frac{1}{R}\right)\left(1+\frac{2}{R}\right) \sin \left(\frac{2 \pi}{R}\right)\right]^{1 / 2}, \tag{4.14}
\end{equation*}
$$

where $\delta t$ is the time step of Euler integration and where $T$, defined in (3.18), is the natural time scale of the uniform linear array. Clearly $\mu_{2}$ is unity, so that the most unstable mode of discrete Helmholtz instability is suppressed. Evidently $\mu_{R}>1$ for $R \geqq 3$, so that the higher modes still amplify when repositioning is adopted. However, numerical examination of the result shows that the growth factor of the modes is reduced by the application of repositioning. The mode $R=4$ (representing a periodicity of four spacings) is the most unstable, and its growth rate is roughly one half of the growth rate of the most unstable mode in the undamped case. Thus the time to the appearance of a given level of error should be increased by a factor of roughly two when

[^13]repositioning is applied. A detailed comparison of the growth factors is given in Table 2, where values of $\nu$, defined by
\[

$$
\begin{equation*}
\mu=1+\frac{\delta t}{T} \nu \tag{4.15}
\end{equation*}
$$

\]

are compared.
Table 2
Growth factors $1+\nu(\delta t / T)$ without and with repositioning

| Periodicity | $\nu$ (discrete Helmholtz) | $\nu$ (eqn. (4.14)) |
| :---: | :---: | :---: |
| 2 spacings | 1.0 | 0.0 |
| 3 spacings | .889 | .404 |
| 4 spacings | .750 | .489 |
| 5 spacings | .640 | .482 |
| 6 spacings | .556 | .452 |

The version of the repositioning technique described above was applied to the uniform circular array. As in § 3,60 vortices were used and repositioning was applied at each time step, the time step being, as before, $T_{N} / 5$. The errors became graphically apparent at about $t=8.0$, or at twice the time in the unsmoothed case of $\S 2$, as anticipated. However, the motion was not chaotic (Fig. 6) although it became so eventually.


Fig. 6. The point vortices at $t=8.4$ in the case $N=60, \delta t=T_{N} / 5$ when repositioning was used. A spurious wave has emerged.

The spectrum of the error at $t=4.0$ is shown in Fig. 7. Clearly disturbances with wavelength roughly $[60 / 15]=4$ spacings are being most strongly amplified. This is in agreement with the conclusions of the analysis for the uniform straight array.
5. Further tests and discussion. The work presented in the previous sections has shown that, in the case of the uniform circular vortex sheet, chaotic motion of the representing point vortices is brought about, not by inaccurate numerical integration, but by the growth of discrete Helmholtz instability. This chaotic motion could be delayed by either linear smoothing or repositioning, the latter acting as a nonlinear


Fig. 7. The spectrum of error at $t=4.0$ in the case $N=60, \delta t=T_{N} / 10$ when repositioning was used, showing most rapid growth for $p \sim 15$ and $p \sim 45$.
smoothing process. This delay in the onset of chaotic motion was due to suppression of the more unstable modes of discrete Helmholtz instability.

The disadvantage of smoothing is that it is not clear in general what the relationship is between the results achieved and the unknown exact solution of (1.1). As remarked in $\S 1$, the initial value problem for (1.1) may not possess a solution for all time, and in this case the use of smoothing could yield an acceptable-looking solution where none in fact exists. However, this is perhaps too pessimistic. The actual problem of interest in aerodynamics is the evolution on a thin vortex layer of features the scale of which is large compared with the vortex layer thickness. To the extent that the growth of short Helmholtz waves is suppressed by smoothing, smoothing is turning the vortex sheet into a thin vortex layer; however, no precise effective thickness can be defined for either smoothing method. Nevertheless, gross features of smoothed calculations can probably be accepted as real. In contrast, the spurious wave produced on the uniform circle in a repositioning calculation (Fig. 6) shows that features involving few vortices cannot be accepted as real.

To emphasize these points, smoothing was tried for the initial value problem in which

$$
\begin{equation*}
z(\Gamma, 0)=\exp \{i(\Gamma-0.5 \sin \Gamma)\} \tag{5.1}
\end{equation*}
$$

this represents a circular vortex sheet whose strength $\gamma(\Gamma)$ is given by

$$
\begin{equation*}
\gamma=(1-0.5 \cos \Gamma)^{-1} \tag{5.2}
\end{equation*}
$$

of course, there is no guarantee that a solution exists for $t>0$.
The nonuniformity of $\gamma$ means that the sheet distorts from the circular for $t>0$. In Fig. 8 are displayed the results at $t=0.5$ of calculations using 80 and 160 vortices and both types of smoothing. The gross features agree, but the details of the small rolling-up feature differ. Repositioning was more successful at preventing chaotic motion in this case. The linear smoothing calculation failed at $t=0.6$ (when $N=160$, it failed earlier),




Fig. 8. Comparison of results with at $t=0.5$ with (a) linear smoothing, $N=80$ and $\delta t=0.01$; (b) repositioning, $N=80$ and $\delta t=0.01$; and (c) repositioning, $N=160$ and $\delta t=0.01$.
whereas the repositioning results for $N=80$ remained smooth up to $t=1.0$, when the integration was stopped. This is surprising in view of the rather better performance of linear smoothing in the case of the uniform circle. However, the test of linear smoothing used equal strength vortices, unequally spaced, while that of repositioning used unequal strength vortices, equally spaced. Now the growth rate of the most unstable wave on a uniform array of point vortices at spacing $h$ representing a straight uniform vortex sheet of strength $\gamma$ is $\pi \gamma / 4 h$. Clearly, it is an advantage to prevent small values of $h$ arising in a calculation, and repositioning achieves this.

The values of the invariants

$$
\begin{aligned}
& I_{1}=\sum_{r=1}^{N} \Delta \Gamma_{r}, \\
& I_{2}=\sum_{r=1}^{N} \Delta \Gamma_{r} z_{r} \\
& I_{3}=\sum_{r=1}^{N} \Delta \Gamma_{r} z_{r} z_{r}^{*},
\end{aligned}
$$

and the Hamiltonian

$$
I_{4}=-\frac{1}{2 \pi} \sum_{\text {all pairs }} \Delta \Gamma_{r} \Delta \Gamma_{s} \log \left|z_{r}-z_{s}\right|
$$

at $t=0$ and $t=0.5$ were compared in the case $N=80$ and $\delta t=.01$. As remarked, linear smoothing conserves $I_{1}$ and $I_{2}$ exactly. Repositioning does not conserve them exactly, but the variation in $I_{1}$ was only $0.0002 \%$, and in $I_{2}, 0.002 \%$. Neither method conserves $I_{3}$, linear smoothing producing a $.06 \%$ variation and repositioning producing a $.04 \%$ variation.

The results for $I_{4}$ proved difficult to interpret. This is because the numerical values of $I_{4}$ happened to be small, being initially 0.0355 in the linear smoothing run and 0.0114 in the repositioning run. Thus the Hamiltonian for the vortex sheet (5.1), which can be shown to be $0.210 \cdots$, was used to form percentage variations which then turned out to be $10 \%$ for linear smoothing and $1 \%$ for repositioning. (The discrepancy between the values of the Hamiltonians of the discrete and continuous systems is $O(\log N / N)$.) Clearly repositioning is causing less variation in the invariants than linear smoothing in this case.

Appendix: Proof of Van der Vooren's formula for closed vortex sheets. The objective is to establish (1.3). To do this the behavior of the integrand near the singularity must be determined. As in § 1, define

$$
\begin{equation*}
z_{p}=z\left(\Gamma_{p}, t\right) \tag{A1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{p}=p \Delta \Gamma \tag{A2}
\end{equation*}
$$

and note that Taylor's theorem gives

$$
\begin{equation*}
z(\Gamma, t)=z_{s}+\left(\Gamma-\Gamma_{s}\right)\left(\frac{\partial z}{\partial \Gamma}\right)_{s}+\frac{1}{2}\left(\Gamma-\Gamma_{s}\right)^{2}\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}+\cdots \tag{A3}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{1}{z_{s}-z(\Gamma, t)}=-\frac{1}{\left(\Gamma-\Gamma_{s}\right)\left(\frac{\partial z}{\partial \Gamma}\right)_{s}}+\frac{1}{2} \frac{\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}}{\left(\frac{\partial z}{\partial \Gamma}\right)^{2}}+\psi\left(\Gamma-\Gamma_{s}\right) \tag{A4}
\end{equation*}
$$

where $\psi$ is an analytic function of $\Gamma-\Gamma_{s}$ which vanishes at $\Gamma=\Gamma_{s}$. This suggests writing

$$
\begin{equation*}
f_{0}^{\Gamma_{e}} \frac{d \Gamma}{z_{s}-z(\Gamma, t)}=\int_{0}^{\Gamma_{e}}\left\{\frac{1}{z_{s}-z(\Gamma, t)}+\frac{1}{\left(\Gamma-\Gamma_{s}\right)(\partial z / \partial \Gamma)_{s}}\right\} d \Gamma-f_{0}^{\Gamma_{s}} \frac{d \Gamma}{\left(\Gamma-\Gamma_{s}\right)(\partial z / \partial \Gamma)_{s}} \tag{A5}
\end{equation*}
$$

since the second integral on the right can be evaluated explicitly and any convenient integration formula can be used to evaluate the first integral on the right.

Since $z(\Gamma, t)$ is periodic, trapezoidal integration is a natural choice. The application of this integration rule is simplest if the periodicity of the integrand in the integral on the left of (A5) is invoked to change the range of integration $\left(\Gamma_{s}-\frac{1}{2} \Gamma_{e}, \Gamma_{s}+\frac{1}{2} \Gamma_{e}\right)$. Then the
second integral on the right vanishes and the first integral on the right is

$$
\sum_{p \neq s} \frac{\Delta \Gamma}{z_{s}-z_{p}}+\sum_{p \neq s} \frac{\Delta \Gamma}{(p-s)\left(\frac{\partial z}{\partial \Gamma}\right)_{s}}+\frac{1}{2} \Delta \Gamma \frac{\left(\frac{\partial^{2} z}{\partial \Gamma^{2}}\right)_{s}}{\left(\frac{\partial z}{\partial s}\right)_{s}^{2}}
$$

The middle term vanishes ${ }^{6}$ and (1.3) follows. Note that the error is exponentially small if the exact values of the derivatives are used. This is because the integrand in the first integral on the right, while not periodic because of the second term, is such as to make no contribution to the error as estimated by the Euler-Maclaurin formula.
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# CONVERGENCE OF RANDOM METHODS FOR A REACTION-DIFFUSION EQUATION* 

OLE H. HALD ${ }^{\dagger}$


#### Abstract

A reaction-diffusion equation is solved on a grid by a fractional step method, which combines a deterministic solution of an ordinary differential equation with a random walk solution of the heat equation. We prove that the expected value of the computed solution tends to the solution of the reaction-diffusion equation and that the variance tends to zero. The rate of convergence is proportional to the mesh length.


Key words. convergence, random walk, reaction-diffusion
Introduction. Nonlinear partial differential equations can be solved by finite differences, finite elements, Fourier methods, pseudo-spectral methods and random methods. For Navier-Stokes equations the convergence has been established for at least one method in each category except the last. Here the solution is approximated by vortex blobs in two dimensions [2] and by vortex filaments or vortex segments in three dimensions [5], [7]. Another random walk technique is the vortex sheet method [4], which is used to approximate the solution of Prandtl boundary layer equations. The equations are solved by a fractional step technique. The nonlinear part of the equations is approximated by a system of ordinary differential equations, and the solution of this system is used to transport the computational elements. The linear part of the equations, which is due to viscosity, is then solved by a random walk technique. It is very difficult to prove the validity of these methods because of the interaction between the linear and the nonlinear parts of the equations and the combination of deterministic and random techniques, and previous attempts [18] have been unsatisfactory. However, there exist partial results. Thus Chorin et al. [3] have established the consistency of the vortex method, even including the creation of the vorticity at the boundary, and the convergence of the vortex method has been proved by Del Prete and Hald [11], [12] for flows of an inviscid fluid in a domain without boundary conditions. For three dimensions Beale and Majda have shown that the vortex segment method converges under similar assumptions (private communication). Finally, Beale and Majda have proved the convergence of a fractional step scheme for Navier-Stokes equations in two dimensions by leaving out the space discretization (private communication).

In this paper we will consider a model problem, namely the reaction-diffusion equation, and prove the convergence of a random walk method. The equation describes the temperature distribution in an infinitely long tube filled with combustible gas mixture. As the gas is ignited, the release of chemical energy will raise the temperature and flames will propagate through the tube. This can be described by a parabolic equation with a nonlinear source term. This equation admits traveling wave solutions, and the existence, uniqueness and stability of these solutions has recieved considerable attention, starting with Kolmogorov, Petrovskii and Piskunov [15]. For a recent survey and new results, see Lin [16].

Chorin [6] has proposed a numerical algorithm for solving the reaction-diffusion equation. The basic idea is to approximate the temperature gradient by a distribution of particles. The masses of the particles are determined by solving a system of ordinary differential equations. The positions of the particles are determined by a grid-free

[^15]random walk technique. I have been unable to prove the convergence of this algorithm. However, if the random walk is restricted to a mesh, and some technical assumptions are satisfied, then the convergence can be established, as proved below. The main difference between Chorin's method and ours is that Chorin uses only one particle per mesh point, while we create so many particles at each mesh point that the computed solution is very close to the solution of a finite difference equation. However, our method is not a Monte Carlo solution of a finite difference equation. Chorin's algorithm is of interest because it is a model for the boundary layer technique, but for the reaction-diffusion equation itself there exist more efficient algorithms; see Dwyer et al. [8].

The reaction-diffusion equation has been treated from a probabilistic point of view by McKean [17] and Bramson [1]. The goal is to determine the speed of the traveling wave, and the solution of the differential equation is expressed as the expected value of a functional of a branching Brownian motion. This approach restricts the class of reaction-diffusion equations which can be studied. In particular, it excludes the Hodgkin-Huxley equation and reaction-diffusion equations with source terms based on Arrhenius' expression for the chemical reaction rate. Our convergence proof includes these cases, which are of interest from a physical point of view.

1. The method. In this section we will present the reaction-diffusion equation and a random walk algorithm. The reaction-diffusion equation can be written as a nonlinear parabolic equation of the form

$$
\begin{equation*}
u_{t}=\nu u_{x x}+f(u), \quad u(x, 0)=g(x) \tag{1}
\end{equation*}
$$

where $-\infty<x<\infty, \nu$ is the viscosity and $f$ is continuously differentiable on $[0,1]$ with $f(0)=f(1)=0$. This equation has two stationary solutions, namely $u \equiv 0$ and $u \equiv 1$. Thus if $0 \leqq g(x) \leqq 1$ then it follows from the maximum principle [10, p. 43] that $0 \leqq u(x, t) \leqq 1$ for all $x$ and all $t>0$. We assume now that $u \rightarrow 0$ as $x \rightarrow \infty$ and write $u(x, t)=\int_{x}^{\infty} \xi(s, t) d s$. To find an approximate solution of (1) we use the fractional step scheme

$$
\begin{align*}
& u_{t}=f(u),  \tag{2}\\
& \xi_{t}=\nu \xi_{x x} . \tag{3}
\end{align*}
$$

Here (3) is derived by differentiating $u_{t}=\nu u_{x x}$ with respect to $x$. Why do we use the temperature gradient instead of the temperature? Because we want the variance of the computed solution to be small. Thus, if $u_{t}=\nu u_{x x}$ is solved on a grid by a random walk method with one particle per mesh point, then the variance at a fixed point does not go to zero. On the other hand, if $\xi_{t}=\nu \xi_{x x}$ is solved by a random walk method, either on a grid or by using Gaussian distributed random variables, and $u(x, t)$ is approximated by the mass of the particles to the right of the point $x$, then the variance of the computed solution $u$ is proportional to the mesh length, provided we have one particle per mesh point initially.


Fig. 1. Initial data.

To solve (2) and (3) numerically, we introduce a mesh $x_{i}=j h$ and approximate $u$ and $\xi^{\prime}$ by mesh functions $u_{j}=u\left(x_{j}-h / 2\right)$ and $\xi_{j}=\xi\left(x_{j}\right)$; see Fig. 1. Since (2) is an ordinary differential equation, we solve it by Euler's method,

$$
\begin{equation*}
v_{j}=u_{j}+k f\left(u_{j}\right) \tag{4}
\end{equation*}
$$

Here $k$ is the time step. This method is easy to analyze and sufficiently accurate for our purpose. Our next step is to solve the diffusion equation by a random walk technique [ 9, p. 323]. We get the initial data by numerical differentiation,

$$
\begin{equation*}
\xi_{j}=\frac{v_{j}-v_{i+1}}{h} \tag{5}
\end{equation*}
$$

At $x_{j}$ we place a particle with mass $\kappa_{j}=h \xi_{j}$. Let $X=X^{(i)}$ be a random variable which assumes the values $-1,0$ and 1 with probabilities $\nu / 2,1-\nu$ and $\nu / 2$; here $\nu>0$ is the viscosity. If $X=1$ then the particle at $x_{j}$ jumps to $x_{j+1}$. If $X=-1$ then it jumps to $x_{j-1}$. Finally, if $X=0$ then the particle stays at $x_{i}$; see Fig. 2.


Fig. 2. Random solution of the heat equation.
We introduce now the indicator function for $X$ : we set $I_{i}(X)=1$ if $X=i$ and 0 otherwise. The random walk solution of (3) is then given by

$$
\begin{equation*}
h \xi_{j}=I_{1}\left(X^{(j-1)}\right) \kappa_{j-1}+I_{0}\left(X^{(j)}\right) \kappa_{j}+I_{-1}\left(X^{(j+1)}\right) \kappa_{j+1} \tag{6}
\end{equation*}
$$

This amounts to redistributing the mass at the mesh points. Finally we compute the solution at the next time step by

$$
\begin{equation*}
u_{j}=\sum_{l=j} h \xi_{l \cdot} \tag{7}
\end{equation*}
$$

We see that the mass of a particle is found by a deterministic method, and the position by a random walk technique. The particles do not exist for long. After each time step the total mass at a mesh point is given to one particle. I cannot prove the convergence of this algorithm, because I cannot show that the variance of $u_{j}$ tends to zero. In Chorin's algorithm [6] the particles exist for a long time, but if the mass of a particle becomes too large, then the particle is split into two and each gets half of the mass. We will use a similar idea. Let $\alpha>0$. If $\xi_{j} \neq 0$, then we determine a positive integer $N_{j}$ such that

$$
\begin{equation*}
N_{j}-1<\frac{\left|h \xi_{j}\right|}{\alpha} \leqq N_{j} \tag{8}
\end{equation*}
$$

At $x_{j}$ we place $N_{j}$ particles with mass $\kappa_{j}=h \xi_{j} / N_{j}$ and let each particle jump as before. Thus we create many particles where they are needed most, namely where the temperature gradient is large. The random walk solution of (3) is now given by

$$
\begin{equation*}
h \xi_{j}=\sum_{i=-1}^{1} \sum_{l=1}^{N_{i-i}} I_{i}\left(X^{(j-i)}\right) \kappa_{j-i}, \tag{9}
\end{equation*}
$$

where the random variables $X_{l}^{(j)}$ assume the values $-1,0$ and 1 with probabilities $\nu / 2$, $1-\nu$ and $\nu / 2$. It would be easier to set all $N_{j}=1 / \alpha$, but the algorithm would become more expensive. If $\alpha$ is small, then we expect that the new value of $\xi_{j}$ is close to the weighted average of the old $\xi_{j-1}, \xi_{j}$ and $\xi_{j+1}$ with weights $\nu / 2,1-\nu$ and $\nu / 2$ and that the variance of $u_{j}$ is small. This is true if $\alpha=O\left(k^{2}\right)$. Equation (9) can be interpreted differently. We let the particle at $x_{j}$ jump $N_{j}$ times, and share the mass $h \xi_{j}$ between $x_{j-1}$, $x_{j}$ and $x_{i+1}$ according to the number of hits. Note that, because $N_{j}$ depends on the solution and because $f$ is a nonlinear function, this method is not equivalent to using (4), (5), (6) and (7) many times and then taking the average.
2. Main result. In this section we will state and discuss our main theorem. We consider the algorithm (4), (5), (8), (9) and (7) with initial data $u_{j}^{0}=g\left(x_{j}-h / 2\right)$. Since $u_{j}^{n}$ is a random variable we express the convergence of the method in terms of the expected value of $u_{j}^{n}$ and the variance of $u_{j}^{n}$. We have

Theorem. Assume that $f$ and $g$ are four times continuously differentiable functions, and that $f(0)=f(1)=0, g(x)=1$ for $x \leqq a, g(x)=0$ for $x \geqq b$ and that $g^{\prime}(x) \leqq 0$. Let $\nu \leqq 1$, $\alpha=k^{2}$ and $k / h^{2}=\frac{1}{2}$. Let $M=\max _{[0,1]}\left(1,|f|,\left|f^{\prime}\right|,\left|f^{\prime \prime}\right|\right)$ and assume that $h$ is less than $(2 / M)^{1 / 2},((b-a) / 2)^{1 / 3}$ and $\left(1+T^{2}\right)^{-1 / 4}$. If $n k=t \leqq T$, then

$$
\begin{gathered}
\left|E\left(u_{j}^{n}\right)-u\left(x_{j}-h / 2, t\right)\right| \leqq\left(e^{M t}-1\right)\left[C_{0} \nu h+C_{1} k+C_{2} \nu h^{2}\right], \\
\operatorname{var}\left(u_{j}^{n}\right) \leqq C_{0} \nu h,
\end{gathered}
$$

where $C_{0}=2 \max \left|g^{\prime}\right| \exp (17 M T)$. The constants $C_{1}$ and $C_{2}$ are independent of $\nu$, but depend upon $T$ and the derivatives of $f$ and g. Let $N=\sum_{j} N_{j}$ be the total number of particles. Then

$$
\frac{1}{k^{2}} \leqq N \leqq \frac{4}{k^{2}}
$$

Remark. If $f$ is differentiable in $[0,1]$ and $g$ is a bounded uniformly continuous function, then the reaction-diffusion equation has a classical solution ; see John [13]. However, this solution is not particularly smooth, and it is difficult to estimate the truncation error for the difference scheme

$$
\begin{equation*}
\frac{u_{j}^{n+1}-u_{j}^{n}}{k}=\nu \frac{u_{j+1}^{n}-2 u_{j}^{n}+u_{j-1}^{n}}{h^{2}}+\frac{\nu}{2} f\left(u_{j+1}\right)+(1-\nu) f\left(u_{j}\right)+\frac{\nu}{2} f\left(u_{j-1}\right) \tag{10}
\end{equation*}
$$

On the other hand, if the assumptions in the theorem are satisfied then we can use (10) to prove the existence of a smooth solution to the differential equation; for the approach see John [14, p. 185]. This solution will satisfy (10) except for a truncation error of order $O(k)+O\left(\nu h^{2}\right)$. This is almost as good as saying that $u_{t t}$ and $u_{x x x x}$ exist and are uniformly bounded.

That $g$ should be constant at $\pm \infty$ is not essential. It simply means that at each time step we have only a finite number of particles. This condition has to be satisfied in all practical calculations. The requirements at $\pm \infty$ can be replaced by the assumption that $0 \leqq g \leqq 1$ and that the four derivatives are uniformly bounded. The assumption on $g^{\prime}$ is imposed for technical reasons and it is not natural. If it is not satisfied then the algorithm may have unphysical solutions and it becomes difficult to give a priori bounds for the computed solution; see Fig. 3. This phenomenon has not been observed in grid-free calculations because a particle with negative mass has only a small probability of jumping ahead of the wave. But the possibility cannot be excluded. Lin [16] has shown that, whether or not $g(x)$ is monotone, the solution $u(x, t)$ converges at an exponential rate toward a traveling wave solution which is monotone. In the proof Lin assumes that


Fig. 3
$f(u) \leqq 0$ for $0<u \leqq u_{i}$ and $f(u)>0$ for $u_{i}<u<1$, that $\int_{0}^{1} f>0$ and that $f^{\prime}(1)<0$. These requirements are satisfied for the Hodgkin-Huxley equation and for reaction-diffusion equations with positive ignition temperature. Thus our assumption on $g^{\prime}$ is not altogether artificial.

If $w(x+c t)$ is a traveling wave solution of (1) with $\nu=1$, then $w(x / \sqrt{\nu}+c t)$ satisfy (1) with viscosity $\nu$. Thus the gradient of the traveling wave is proportional to $1 / \sqrt{\nu}$. It is therefore surprising that in (10) we can estimate the truncation error in the spacial direction by $\nu h^{2}$. The reason is that, although the solution $u(x, t)$ tends toward the traveling wave at exponential rate, the gradient of $u$ can at most increase exponentially provided $g(x)$ is smooth. Thus as $\nu$ tends to zero it takes longer and longer time before the traveling wave is well approximated. If $g(x)=1$ for $x<0$ and 0 for $x>0$, then we have the opposite conclusion, but this case is not covered by our theory.

We observe that the error in the solution $u$ is proportional to the variance of the random walk and not to the standard deviation. This result is better than Chorin's conjecture for random solutions of Navier-Stokes equations with small viscosity; see [2]. However, the conjecture may still be right for Navier-Stokes equations, because the displacement of a particle in one dimension has a different effect on the solution than the displacement of a vortex blob in two dimensions.

If the mesh length is sufficiently small, then the number of particles is bounded independent of time. This is interesting because it is not obvious that (8) limits the creation of new particles. We conclude that the error due to the random method is proportional to the viscosity and inversely proportional to the fourth root of the number of particles. The dependence on the viscosity is presumably right, but is likely that a more sophisticated combinatoric analysis would give a dependence on the number of particles, which is comparable to the estimates for the heat equation. Anyway, the claim made by Milinazzo and Saffman [18], that more and more particles are needed as the viscosity tends to zero, is not true for our case.
3. The proof. The proof consists of three parts. We will first show that the variance of the computed solution tends to zero as the mesh length tends to zero, and that the expected value of the temperature gradient is bounded. Actually, the temperature gradient may become as large as $1 / h$ in any calculation, but this is very unlikely to happen. The second part of the proof uses the standard arguments for the heat equation, with small modifications. Finally we show that the total number of particles is bounded.

We observe first that the computed solution is uniformly bounded and monotonically decreasing. At least, this is satisfied initially. Assume that $0 \leqq u_{j}^{n} \leqq 1$ and $u_{j} \geqq u_{j+1}$, that $u_{j}=1$ for $j h \leqq a-n h$ and that $u_{j}=0$ for $j h \geqq b+n h$. Since $k M \leqq 1$, we can
estimate the solution $v=v_{j}^{n}$ of (4) by

$$
\begin{gathered}
v=u+k[f(u)-f(0)] \geqq u+k f^{\prime}(\theta u) u \geqq 0, \\
1-v=1-u+k[f(1)-f(u)] \geqq\left[1+k f^{\prime}(u+\theta(1-u))\right](1-u) \geqq 0,
\end{gathered}
$$

where $|\theta| \leqq 1$. The same argument shows that $v_{j}$ is monotone. Indeed,

$$
v_{j}-v_{j+1}=u_{j}-u_{j+1}+k\left[f\left(u_{j}\right)-f\left(u_{j+1}\right)\right] \geqq(1-k M)\left(u_{j}-u_{j+1}\right) \geqq 0 .
$$

This implies that all $\xi_{j}$ in (5) are nonnegative and that $\sum h \xi_{j}=1$. Here we have used the fact that $v_{j}=u_{j}$ for $j h \leqq a-n h$ and $j h \geqq b+n h$. Since the random walk is just a redistribution of the masses, it follows from (7) that $u_{j}^{n+1}$ is monotone and $0 \leqq u_{j}^{n+1} \leqq 1$, and we see that $u_{j}^{n+1}=1$ for $j h \leqq a-(n+1) h$ and $u_{j}^{n+1}=0$ for $j h \geqq b+(n+1) h$. This completes the induction step.

We will now study the relationship between $u=u_{j}^{n+1}$ and $v=v_{j}^{n}$. By combining (5), (7) and (9) we find that

$$
\begin{equation*}
u_{i}=\frac{\nu}{2} v_{j+1}+(1-\nu) v_{j}+\frac{\nu}{2} v_{j-1}+C_{j-1}+D_{j}, \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
C_{j} & =\sum_{l=1}^{N_{i}} \frac{1}{N_{j}}\left[I_{1}\left(X_{l}^{(j)}\right)-E\left(I_{1}\left(X_{l}^{(j)}\right)\right)\right]\left(v_{j}-v_{j+1}\right),  \tag{12}\\
D_{j} & =\sum_{i=0}^{1} \sum_{l=1}^{N_{i}} \frac{1}{N_{j}}\left[I_{i}\left(X_{l}^{(j)}\right)-E\left(I_{i}\left(X_{l}^{(j)}\right)\right)\right]\left(v_{j}-v_{j+1}\right)
\end{align*}
$$

Note that the expected value of $I_{1}(X)$ is $\nu / 2$ and the expected value of $I_{0}(X)+I_{1}(X)$ is $1-\nu / 2$. We will show that $E\left(C_{j}\right)=E\left(D_{j}\right)=0$, and that $\operatorname{var}\left(C_{j}\right)$ and $\operatorname{var}\left(D_{j}\right)$ are less than $\alpha \nu / 2 E\left(v_{j}-v_{i+1}\right)$. Thus we conclude from (11) that

$$
\begin{equation*}
E\left(u_{j}\right)=\frac{\nu}{2} E\left(v_{j+1}\right)+(1-\nu) E\left(v_{j}\right)+\frac{\nu}{2} E\left(v_{j-1}\right) . \tag{13}
\end{equation*}
$$

It is more complicated to estimate the variance of $u_{j}$. Let $u_{j}=V+C+D$. Then it follows from (11) that

$$
\begin{aligned}
\operatorname{var}\left(u_{j}\right)=\operatorname{var}(V) & +2 \operatorname{cov}(V, C)+2 \operatorname{cov}(V, D) \\
& +\operatorname{var}(C)+\operatorname{var}(D)+2 \operatorname{cov}(C, D)
\end{aligned}
$$

see [9, p. 216]. Since $\operatorname{cov}(V, C) \leqq \sqrt{\operatorname{var(V)}} \cdot \sqrt{\operatorname{var}(C)}$ we see that

$$
\begin{aligned}
2 \operatorname{cov}(V, C) & \leqq 2 \sqrt{\operatorname{var}(V)} \sqrt{\frac{\alpha \nu}{2} E\left(v_{j-1}-v_{j}\right)} \\
& \leqq \frac{\sqrt{\alpha}}{2}\left(\operatorname{var}(V)+2 \nu E\left(v_{j-1}-v_{j}\right)\right)
\end{aligned}
$$

By using this result and the fact that $2 \operatorname{cov}(C, D)$ is less than $\operatorname{var}(C)+\operatorname{var}(D)$, we arrive at

$$
\operatorname{var}\left(u_{j}\right) \leqq(1+\sqrt{\alpha}) \operatorname{var}(V)+(\sqrt{\alpha} \nu+\alpha \nu) E\left(v_{j-1}-v_{j+1}\right)
$$

$$
\begin{equation*}
\leqq(1+k)\left[\frac{\nu}{2} \operatorname{var}\left(v_{j+1}\right)+(1-\nu) \operatorname{var}\left(v_{j}\right)+\frac{\nu}{2} \operatorname{var}\left(v_{j-1}\right)\right]+2 k \nu E\left(v_{j-1}-v_{j+1}\right) \tag{14}
\end{equation*}
$$

We have now expressed the expected value and the variance at time step $n+1$ in terms of quantities at the previous half step. Before going on we will verify our claims for $C_{j}$ and $D_{j}$. Let $Y=v_{j}-v_{j+1}$ and $Z_{l}=I_{1}\left(X_{l}^{(i)}\right)-E\left(I_{1}\left(X_{l}^{(j)}\right)\right)$ and drop all indices $j$. The integer $N$ depends upon the random variable $Y$. Let $Y$ assume the values $y_{1}, \cdots, y_{m}$ with probabilities $p_{1}, \cdots, p_{m}$, and let $n_{1}, \cdots, n_{m}$ be the corresponding values of $N$. We can then rewrite (12) as

$$
C=\sum_{i=1}^{m} \frac{1}{n_{i}}\left(Z_{1}+\cdots+Z_{n_{i}}\right) y_{i} I_{y_{i}}(Y) .
$$

Here $I_{y}(Y)$ is the indicator function for the set $\{y\}$. It is 1 if $Y=y$ and 0 otherwise. This technique is called conditioning with respect to $Y$. Let $B_{i}=Z_{1}+\cdots+Z_{n_{i}}$. Since $E\left(B_{i} I_{y_{i}}(Y)\right)$ is equal to $E\left(B_{i}\right) p_{i}$ and $E\left(Z_{l}\right)=0$, we see that

$$
E(C)=\sum_{i=1}^{m} \frac{y_{i}}{n_{i}} \sum_{l=1}^{n_{i}} E\left(Z_{l}\right) p_{i}=0 .
$$

To estimate $\operatorname{var}(C)$ we observe that the functions $I_{y_{i}}$ are mutually exclusive. Thus $\operatorname{cov}\left(B_{i} I_{y_{i}}, B_{j} I_{y_{i}}\right)$ vanishes for all $i \neq j$. Since the $Z_{l}$ are independent and $\operatorname{var}\left(Z_{l}\right)=$ $(\nu / 2)(1-\nu / 2)$, we conclude that

$$
\begin{aligned}
\operatorname{var}(C) & =\sum_{i=1}^{m}\left(\frac{y_{i}}{n_{i}}\right)^{2} \sum_{l=1}^{n_{i}} \operatorname{var}\left(Z_{l}\right) p_{i} \\
& =\sum_{i=1}^{m} \frac{y_{i}^{2}}{n_{i}^{2}} \cdot n_{i} \cdot \frac{\nu}{2}\left(1-\frac{\nu}{2}\right) p_{i} \\
& \leqslant \frac{\alpha \nu}{2} \sum_{i=1}^{m} y_{i} p_{i} \\
& =\frac{\alpha \nu}{2} E\left(v_{i}-v_{j+1}\right)
\end{aligned}
$$

Here the inequality $y_{i} / n_{i} \leqq \alpha$ is a consequence of (8). The proof for $D_{j}$ is similar. The rest of our proof is based on (4), (13) and (14). Note that (13) and (14) depend only on the expected value and variance of $v_{j}^{n}$, and that so far we have not used the nonlinearity of $f$. Let $v=v_{j}^{n}$ and $u=u_{j}^{n}$ and let us say that the random variable $u$ assumes the values $u_{1}, \cdots, u_{m}$ with probabilities $p_{1}, \cdots, p_{m}$. Then it follows from (4) that

$$
\begin{gather*}
E(v)=E(u)+k E(f(u))  \tag{15}\\
\operatorname{var}(v)=\operatorname{var}(u)+2 k \operatorname{cov}(u, f(u))+k^{2} \operatorname{var}(f(u)) . \tag{16}
\end{gather*}
$$

Let $\mu=E(u)=\sum u_{r} p_{r}$. By using Taylor's formula we see that

$$
\begin{align*}
& E(f(u))=\sum_{r}\left[f(\mu)+f^{\prime}(\mu)\left(u_{r}-\mu\right)+\frac{1}{2} f^{\prime \prime}\left(\mu+\theta_{r}\left(u_{r}-\mu\right)\right)\left(u_{r}-\mu\right)^{2}\right] p_{r} \\
& =f(E(u))+\theta \frac{M}{2} \operatorname{var}(u),  \tag{17}\\
& \operatorname{cov}(u, f(u))=\sum_{r}\left(u_{r}-\mu\right)\left[f(\mu)+f^{\prime}\left(\mu+\theta_{r}\left(u_{r}-\mu\right)\right)\left(u_{r}-\mu\right)\right] p_{r} \\
& \leqq M \operatorname{var}(u) .
\end{align*}
$$

Since $\operatorname{var}(f(u))=E\left(f^{2}(u)\right)-[E(f(u))]^{2}$, we find from (17) that

$$
\begin{aligned}
\operatorname{var}(f(u)) & =f^{2}(E(u))+\theta \frac{4 M^{2}}{2} \operatorname{var}(u)-\left(f(E(u))+\theta \frac{M}{2} \operatorname{var}(u)\right)^{2} \\
& \leqq 3 M^{2} \operatorname{var}(u)
\end{aligned}
$$

where we have used the fact that $\left(f^{2}\right)^{\prime \prime} \leqq 4 M^{2}$. By combining these results with (15) and (16) and using the fact that $k M \leqq 1$, we arrive at

$$
\begin{gathered}
E(v)=E(u)+k f(E(u))+\theta \frac{k M}{2} \operatorname{var}(u) \\
\operatorname{var}(v) \leqq(1+5 k M) \operatorname{var}(u)
\end{gathered}
$$

We can now connect the expected value and variance of $u$ at time step $n+1$ with the same quantities at the previous time step. By inserting the last two estimates in (13) and (14) and using Taylor's formula we conclude that

$$
\begin{align*}
E\left(u_{j}^{n+1}\right)= & \frac{\nu}{2} E\left(u_{j+1}^{n}\right)+(1-\nu) E\left(u_{i}^{n}\right)+\frac{\nu}{2} E\left(u_{j-1}^{n}\right) \\
& +k\left[\frac{\nu}{2} f\left(E\left(u_{j+1}^{n}\right)\right)+(1-\nu) f\left(E\left(u_{j}^{n}\right)\right)+\frac{\nu}{2} f\left(E\left(u_{j-1}^{n}\right)\right)\right] \\
& +\theta \frac{k M}{2}\left[\frac{\nu}{2} \operatorname{var}\left(u_{j+1}^{n}\right)+(1-\nu) \operatorname{var}\left(u_{j}^{n}\right)+\frac{\nu}{2} \operatorname{var}\left(u_{j-1}^{n}\right)\right],  \tag{18}\\
\operatorname{var}\left(u_{j}^{n+1}\right) \leqq & (1+13 k M)\left[\frac{\nu}{2} \operatorname{var}\left(u_{j+1}^{n}\right)+(1-\nu) \operatorname{var}\left(u_{j}^{n}\right)+\frac{\nu}{2} \operatorname{var}\left(u_{j-1}^{n}\right)\right] \\
& +4 k \nu E\left(u_{j-1}^{n}-u_{j+1}^{n}\right) .
\end{align*}
$$

To prove that the variances tend to zero, the last inequality must be combined with an estimate for $E\left(u_{j-1}-u_{j+1}\right)$. By using (18) we get the required estimate,

$$
\begin{gathered}
E\left(u_{j-1}^{n+1}-u_{j+1}^{n+1}\right) \leqq(1+k M)\left[\frac{\nu}{2} E\left(u_{j-2}-u_{j}\right)+(1-\nu) E\left(u_{j-1}-u_{j+1}\right)+\frac{\nu}{2} E\left(u_{j}-u_{j+2}\right)\right] \\
+\theta \frac{k M}{2}\left[\frac{\nu}{2} \operatorname{var}\left(u_{j-2}\right)+(1-\nu) \operatorname{var}\left(u_{j-1}\right)+\nu \operatorname{var}\left(u_{j}\right)\right. \\
\left.+(1-\nu) \operatorname{var}\left(u_{j+1}\right)+\frac{\nu}{2} \operatorname{var}\left(u_{j+2}\right)\right] .
\end{gathered}
$$

Let $\varepsilon^{n}=\max _{j} E\left(u_{j-1}^{n}-u_{j+1}^{n}\right)$ and $\delta^{n}=\max _{j} \operatorname{var}\left(u_{j}^{n}\right)$. From the last two inequalities we conclude that

$$
\nu \varepsilon^{n+1}+\delta^{n+1} \leqq(1+17 M k)\left(\nu \varepsilon^{n}+\delta^{n}\right)
$$

By using this estimate over and over we find that $\nu \varepsilon^{n}+\delta^{n}$ is less than $\exp (17 M k n) \cdot$ $\left(\nu \varepsilon^{0}+\delta^{0}\right)$. Since $\delta^{0}=0$ and $\varepsilon^{0}$ is less than $2 h \max \left|g^{\prime}\right|$, we have shown that the variance tends to zero as long as $n k \leqq T$. This completes the first part of the proof.

In the second part we will compare the expected value of the computed solution with the exact solution. Let $\phi_{i}^{n}=E\left(u_{j}^{n}\right)$ and let $C_{0}=2 \max \left|g^{\prime}\right| \exp (17 M T)$. We can
then rewrite (18) as

$$
\begin{align*}
\phi^{n+1}=\frac{\nu}{2} \phi_{j+1} & +(1-\nu) \phi_{j}+\frac{\nu}{2} \phi_{j-1}+k\left[\frac{\nu}{2} f\left(\phi_{j+1}\right)+(1-\nu) f\left(\phi_{j}\right)+\frac{\nu}{2} f\left(\phi_{j+1}\right)\right]  \tag{19}\\
& +\theta \frac{k M}{2} C_{0} \nu h
\end{align*}
$$

where $|\theta| \leqq 1$. This shows that the expected value of the computed solution satisfies a finite difference approximation to the reaction-diffusion equation, except for a "truncation error" of order $O(\nu h)$. Let $\psi_{j}^{n}=u\left(x_{j}-h / 2, n k\right)$, where $u(x, t)$ is the solution of the differential equation. Since $f$ and $g$ are four times continuously differentiable, we know that $u, u_{t}$ and $u_{x x x}$ are uniformly Lipschitz continuous. Thus if $k / h^{2}=\frac{1}{2}$ then $\psi$ satisfies (10) except for a truncation error, which can be bounded by $C_{1} k+C_{2} \nu h$, where $C_{1}$ and $C_{2}$ depend on $T$ and the first four derivatives of $f$ and $g$ but are independent of $\nu$. This implies that

$$
\begin{align*}
\psi^{n+1}=\frac{\nu}{2} \psi_{j+1} & +(1-\nu) \psi_{j}+\frac{\nu}{2} \psi_{j-1}+k\left[\frac{\nu}{2} f\left(\psi_{j+1}\right)+(1-\nu) f\left(\psi_{j}\right)+\frac{\nu}{2} f\left(\psi_{j-1}\right)\right] \\
& +\theta\left[C_{1} k+C_{2} \nu h^{2}\right] . \tag{20}
\end{align*}
$$

The rest is straightforward. Let $e_{j}^{n}$ be the error $\phi_{j}^{n}-\psi_{j}^{n}$, and set $\varepsilon^{n}=\max _{j}\left|e_{j}^{n}\right|$. By combining (19) and (20) and using the mean value theorem we see that

$$
\varepsilon^{n+1} \leqq(1+k M) \varepsilon^{n}+k M\left(C_{0} \nu h+C_{1} k+C_{2} \nu h^{2}\right) .
$$

Since $\varepsilon^{0}=0$, the result stated in the theorem follows by induction. This completes the second part of the proof.

Finally we will show that the total number of particles is bounded. We observe that after the $n$th time step $\xi$ is different from zero in at most $(b-a) / h+2+2 n$ mesh points. Thus it follows from (8) that

$$
\begin{equation*}
N-\left(\frac{b-a}{h}+2+2 n\right)<\frac{\sum h \xi_{j}}{\alpha} \leqq N \tag{21}
\end{equation*}
$$

Since $\sum h \xi_{j}=1$ and $\alpha=k^{2}$, we get the lower bound on $N$ and see that $1 / k \leqq \sqrt{N}$. By using this result and $\alpha=h^{4} / 4$ we conclude from (21) that

$$
N-2 T \sqrt{N} \leqq \frac{b-a}{h}+2+\frac{4}{h^{4}} .
$$

By solving this inequality as a quadratic equation and using our initial assumptions for $h$ we arrive at the upper bound given in the theorem. This completes the proof.
4. Open problems. The technique presented in this paper cannot be applied to random walk solutions of Navier-Stokes equations without serious modifications. First, we work on a grid, while the random solutions of Navier-Stokes equations are grid-free. Secondly, we use many particles per mesh point, while every vortex blob is represented by one particle. Finally, we estimate the variance at a time step in terms of the variance of the previous time step. It is not clear whether this is possible for random walk solutions of Navier-Stokes equations. From an abstract point of view, the problem is to make sense of Trotter's product formula for nonlinear equations which are solved by a combination of deterministic and random methods.

On the positive side, our technique can be extended to systems of differential equations with different time constants. While the monotonicity assumption does hold
for traveling wave solutions for some reaction-diffusion equations (see [16]), it is not true generally. The solutions of the heat equation can be replaced by random methods which include more mesh points, and higher order methods can be used to solve the system of ordinary differential equations. Thus we should be able to take larger time steps.
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# A STUDY OF NUMERICAL METHODS FOR REACTION-DIFFUSION EQUATIONS* 
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#### Abstract

Numerical methods are applied to one-dimensional unsteady reaction-diffusion equations to seek traveling wave solutions. These equations describe flame propagation in certain combustion systems. Model scalar reaction-diffusion equations which admit traveling waves as exact solutions are formulated, and one of these is solved with twelve different numerical integration schemes for a test problem. The diffusion terms are differenced using the explicit method introduced by Saul'yev [Integration of Equations of Parabolic Type by the Method of Nets, Pergamon, New York, 1964], which, it is shown, can be formally accurate to $O\left(\Delta t^{3} / \Delta x^{2}\right)$. Both implicit and explicit techniques for the reaction terms are tested. The results of the study with these schemes indicates that numerical diffusion can reduce accuracy significantly, that numerical dispersion truncation errors can reduce accuracy if they are sufficiently large, and that an accurate representation of the reaction terms in the difference equations is important to retain overall accuracy. In addition to the above test problem, results are given using one of the explicit methods for the computation of a propagating ozone decomposition flame. The results show good agreement with the fourth-order accurate results of Margolis [J. Comput. Phys., 27 (1978), pp. 410-427] which indicates that more efficient lower order numerical methods can be sufficiently accurate for practical computations.
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Introduction. Traveling wave solutions to nonlinear reaction-diffusion equations are of interest in biological applications and in the theory of flame propagation. In combustion applications recent studies have focused on mathematical models which incorporate detailed chemical kinetic mechanisms, e.g., Westbrook et al. [16]. This trend has increased the number of equations which need to be solved and has stimulated research in numerical methods for reacting gases.

In this paper we present a study of several numerical methods as applied to the solution of one-dimensional reaction-diffusion equations. The twelve numerical schemes investigated in the study use variations of the method introduced by Saul'yev [14, p. 52] for the diffusion terms. These methods have the advantage of being explicit and can be extended for use in multidimensional computations. Moreover, certain of the schemes are unconditionally stable. The various schemes studied also include implicit and explicit methods for the evaluation of the reaction terms. Variation of parameters in the methods presented here allows the effect of different truncation errors on accuracy to be explored.

The numerical schemes are first applied to the solution of a scalar model equation which admits exact traveling wave solutions, and the study permits comparisons to be made between exact and computed solutions. The results provide insight into the performance of numerical methods for more complicated systems of equations. Results are next given using one of the explicit numerical schemes for the computation of a coupled system of reaction-diffusion equations for the propagating ozone decomposition flame. The results are compared with those of other authors [2], [8], [9] for this problem.

Model formulation. We consider propagating wave solutions to one-dimensional reaction-diffusion equations of the form

$$
\frac{\partial u^{(k)}}{\partial t}=\frac{\partial}{\partial x}\left(d^{(k)} \frac{\partial u^{(k)}}{\partial x}\right)+F^{(k)}\left(u^{(1)}, \cdots, u^{(k)}\right),
$$

[^16]subject to the boundary conditions
\[

$$
\begin{equation*}
\frac{\partial u^{(k)}}{\partial x}(\infty, t)=\frac{\partial u^{(k)}}{\partial x}(-\infty, t)=0, \quad k=1, \cdots, K \tag{1}
\end{equation*}
$$

\]

These equations model one-dimensional laminar flame propagation in an initially stagnant premixed mixture of reactants if constant pressure combustion is assumed, with Lewis number $=1$, and if a Lagrangian coordinate transformation is introduced. This coordinate transformation eliminates the convective terms in the governing conservation equations and leaves the steady flame speed unchanged [11].

In formulating model equations we consider the scalar case $K=1$ and $d^{(1)}=d=$ constant. In combustion applications $u=u^{(1)}$ could be taken to represent nondimensional temperature such that $0 \leqq u \leqq \alpha$, where $\alpha$ is the adiabatic flame temperature. This model represents a global irreversible one-step chemical kinetic mechanism with a stoichiometrically premixed mixture of reactants. In this case $F(u)(>0)$ is usually modeled with the nonlinear Arrhenius expression [17, p. 95]. Spalding [15] proposed a simpler algebraic expression,

$$
\begin{equation*}
F(u)=\beta u^{n}(\alpha-u)^{m}, \tag{2}
\end{equation*}
$$

which approximates the Arrhenius function for large positive $n$, but no exact solutions have previously been found for this model.

It is noted here that exact traveling wave solutions can be found for $n=2$ and $m=1$ or, more generally, for $F$ given by

$$
\begin{equation*}
F(u)=\beta u^{m+1}\left(\alpha-u^{m}\right), \quad m>0 . \tag{3}
\end{equation*}
$$

The solutions are

$$
\begin{equation*}
u(x-S t)=\left[\alpha /\left(1+e^{m S(x-S t) / d}\right)\right]^{1 / m} \tag{4}
\end{equation*}
$$

and they correspond to a class of stable minimal wave speed solutions, with exponential decay for $x \rightarrow \infty$, which are discussed, for example, by Lin [7]. In (4) the wave speed is

$$
S=\alpha(\beta d / m+1)^{1 / 2}
$$

An additional model equation is $n=m=1$ in (2). This problem (Fisher's equation) has been analyzed theoretically by Kolmogorov et al. [6] and numerically by Gazdag and Canosa [4] in studies which show the existence of a minimum wave speed. McKean [10] has shown that the final steady wave speed is determined by the nature of the initial data for this equation. In particular, for initial data which decay exponentially ahead of the wave, i.e.,

$$
\begin{equation*}
u(x, 0)=a e^{-b x}, \quad x \rightarrow \infty \tag{5a}
\end{equation*}
$$

where $a$ and $b$ are constants, the asymptotic steady wave speed is

$$
\begin{equation*}
S=b+\frac{1}{b} \tag{5b}
\end{equation*}
$$

Ablowitz and Zeppetella [1] have found, for the particular wave speed $S=5 / \sqrt{6}$, that an exact traveling wave solution of the Fisher equation is given by (here $\alpha=\beta=d=1$ )

$$
\begin{equation*}
u\left(x-\frac{5}{\sqrt{6}} t\right)=\left(1+e^{(x-5 / \sqrt{6} t) / \sqrt{6}}\right)^{-2} \tag{6}
\end{equation*}
$$

Numerical method. We describe a numerical method for reaction-diffusion equations which will be shown to be accurate to $O\left(\Delta t^{3} / \Delta x^{2}\right)$ under certain conditions. The method is given in (7) below. Variations of the method, and in particular several implicit treatments of the reaction terms, are obtained by varying the parameters $\gamma, \delta, \alpha, q, \beta$ in the equations. The diffusion terms in (1) are differenced using the explicit method first introduced by Saul'yev [14, p. 52]. He was only able to show that the numerical method was accurate to $O\left(\Delta t^{2} / \Delta x^{2}\right)$. The finite difference approximation to the continuum solution $U_{k, j}^{n} \cong u^{(k)}\left(x_{j}, n \Delta t\right)$ is computed at grid points $x_{j}$ from the set of equations

$$
\begin{align*}
\frac{V_{j}-U_{k, j}^{n}}{\Delta t}=\frac{1}{2 \Delta x^{2}}\{ & \left(d_{k, j+1}^{n}+d_{k, j}^{n}\right)\left(U_{k, j+1}^{n}-U_{k, j}^{n}\right) \\
- & {\left[\gamma\left(\overline{d_{k, j}^{n+1}}+\overline{d_{k, j-1}^{n+1}}\right)\left(V_{j}-V_{j-1}\right)\right.}  \tag{7a}\\
& \left.\left.+(1-\gamma)\left(d_{k, j}^{n}+d_{k, j-1}^{n}\right)\left(U_{k, i}^{n}-U_{k, j-1}^{n}\right)\right]\right\} \\
+ & \delta F_{k}\left(V_{j}\right)+\alpha F_{k}\left(U_{l, j+q \Delta x}^{n}\right)+\beta F_{k}\left(U_{l, j}^{n-1}\right), \\
\frac{W_{i}-U_{k, i}^{n}}{\Delta t}=\frac{1}{2 \Delta x^{2}}\{- & \left(d_{k, i}^{n}+d_{k, i-1}^{n}\right)\left(U_{k, i}^{n}-U_{k, i-1}^{n}\right) \\
+ & {\left[\gamma\left(\overline{d_{k, i+1}^{n+1}}+\overline{d_{k, i}^{n+1}}\right)\left(W_{i+1}-W_{i}\right)\right.}  \tag{7b}\\
& \left.\left.+(1-\gamma)\left(d_{k, i+1}^{n}+d_{k, i}^{n}\right)\left(U_{k, i+1}^{n}-U_{k, i}^{n}\right)\right]\right\} \\
+ & \delta F_{k}\left(W_{i}\right)+\alpha F_{k}\left(U_{l, i+q \Delta x}^{n}\right)+\beta F_{k}\left(U_{l, i}^{n-1}\right),
\end{align*}
$$

$$
\begin{equation*}
U_{k, j}^{n+1}=\frac{V_{j}+W_{j}}{2} \tag{7c}
\end{equation*}
$$

where

$$
\begin{array}{ll}
j=1,2, \cdots, M, & i=M-j+1 \\
k=1,2, \cdots, K, & l=1,2, \cdots, K
\end{array}
$$

$\Delta x$ is the mesh spacing and $M$ is the number of computational points. In the present discussion we take

$$
\begin{equation*}
\delta=q=0, \quad \alpha=\frac{3}{2}, \quad \beta=-\frac{1}{2} . \tag{7d}
\end{equation*}
$$

In this case, $(7 \mathrm{a}, \mathrm{b})$ consists of two predictor sweeps of the mesh (in opposite directions) followed by a corrector step in (7c), with the reaction terms being given by an explicit Adams-Bashforth extrapolation formula. Computationally, the operation count is similar to that of the back substitution steps in the $L U$ decomposition of the matrices in certain implicit methods.

The difference equations (7) are still implicit in the diffusion coefficients $d_{k, j}^{\overline{n+1}}$. We will assume that these can be computed from quantities whose values are already known at time level $n+1$; in fact we will later assume that they are constants. In addition, equations (7) are also implicit in the boundary conditions, but this is not of concern due to the specification of Neumann boundary conditions as in (1) [13, p. 95].

The numerical method represented by (7) has leading terms, given by a formal truncation error analysis, which are similar to those of the second-order accurate Crank-Nicolson [3] method. (Notice that the Crank-Nicolson method is obtained by replacing $V_{j}$ and $W_{j}$ by $U_{k, j}^{n+1}$ in (7) with $\gamma=\delta=\alpha=\frac{1}{2}$ and $q=\beta=0$.) Expanding terms in (7) in a Taylor series about the continuum solution $u^{(k)}\left(x_{j},(n+1) \Delta t\right)$ shows that the
continuum analogue of the difference equations is

$$
\begin{align*}
u_{t}- & \left(d u_{x}\right)_{x}-F(u) \\
= & \frac{\Delta t}{2}\left(u_{t}-\left(d u_{x}\right)_{x}-F(u)\right)_{t}-\frac{\Delta t}{2}(1-\gamma)\left(d u_{x}\right)_{x t}-\frac{2 d \gamma}{\Delta x}(V-W)_{x}  \tag{8}\\
& +O\left(\gamma \Delta x(V-W)_{x x x}, \Delta t^{2}, \Delta x^{2}, \Delta t \Delta x\right),
\end{align*}
$$

where the superscript $(k)$ has been dropped for simplicity and the subscripts $t$ and $x$ indicate differentiation. The second and third terms on the right-hand side of (8) and the $O\left(\Delta x(V-W)_{x x x}\right)$ term (which will be seen to be $O\left(\Delta t^{2}\right)$ ), represent a departure from the first-order Crank-Nicolson truncation error form. The term involving $(V-W)_{x}$ may be estimated by subtracting the Taylor expansion of (7b) from that of (7a), and a regular perturbation analysis with small parameter $\Delta t$ shows that

$$
V-W=-\frac{2 \Delta t^{2} \gamma}{\Delta x}\left(d u_{x}\right)_{t}+\frac{\Delta t^{3} \gamma}{\Delta x}\left(\left(d u_{x}\right)_{t t}-\gamma\left(d\left(d u_{x}\right)_{x t}\right)_{x}\right)+\text { h.o.t. }
$$

Substituting this in (8) gives

$$
\begin{align*}
u_{t}- & \left(d u_{x}\right)_{x}-F(u) \\
= & \frac{\Delta t}{2}\left(u_{t}-\left(d u_{x}\right)_{x}-F(u)\right)_{t}+\frac{\Delta t}{2}\left(2 \gamma^{2} r-(1-\gamma)\right)\left(d u_{x}\right)_{x t}  \tag{9}\\
& -\frac{\Delta t^{2} \gamma^{2} r}{2}\left(\left(d u_{x}\right)_{t t x}-\gamma\left(d\left(d u_{x}\right)_{x t}\right)_{x x}\right)+\text { h.o.t. }
\end{align*}
$$

where $r=d \Delta t / \Delta x^{2}$. From this it is seen that if $d=$ const. and

$$
\begin{equation*}
\gamma=\frac{\sqrt{1+8 r}-1}{4 r} \tag{10}
\end{equation*}
$$

the scheme is accurate to $O\left(\Delta t^{3} / \Delta x^{2}\right)$. (The negative root leads to a more restrictive stability condition; see (11) below.) Formal second-order accuracy only occurs under the additional constraints $F(u)=0$ and $\gamma=1$, which in view of (10) implies that $r \approx 0$.

The condition for diffusional stability of the method in (7) is [14]

$$
\begin{equation*}
\frac{1}{r} \geqq 2(1-\gamma), \tag{11}
\end{equation*}
$$

and it is thus unconditionally stable for $\gamma \geqq 1$. However, the Lipschitz timestep constraint

$$
\begin{equation*}
\Delta t \leqq \frac{\text { const }}{\max _{j}\left|\frac{\partial F_{k}\left(U_{l, j}\right)}{\partial U_{m, j}}\right|} \tag{12}
\end{equation*}
$$

is present, and recently Hoff [5] has indicated that this may make an unconditionally stable scheme for the diffusion operator only conditionally stable for the combined reaction-diffusion system.

Discussion of results. We first present the results of a parameter study of the numerical method described in ( $7 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ). The parameters used are listed in Table 1. The various schemes include implicit and explicit methods for the evaluation of reaction

TABLE 1
Parameter study of numerical method (7a, b, c) (Imp, CN, Exp, analogous implicit, Crank-Nicolson and explicit methods).

| Scheme | Diffusion |  |  | Reaction Term |  |  |  | Leading Truncation Error* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma$ | Class | $\delta$ | $\alpha$ | $q$ | $\beta$ | Class |  |
| I | 2 | Imp | 1 | 0 | 0 | 0 | Imp | $\frac{\Delta t}{2} u_{t t}+4 r \Delta t \phi-2 r \Delta t^{2} L^{2,1}$ |
| II | 1 | CN | 1 | 0 | 0 | 0 | Imp | $\frac{\Delta t}{2}\left(u_{t}-d u_{x x}\right)_{t}+r \Delta t \phi-\frac{r \Delta t^{2}}{2} L^{1,1}$ |
| III | 0 | Exp | 1 | 0 | 0 | 0 | Imp | $\frac{\Delta t}{2}\left(u_{t}-2 d u_{x x}\right)_{t}$ |
| IV | 2 | Imp | 0 | 1 | 0 | 0 | Exp | $\frac{\Delta t}{2}\left(u_{t}-2 F\right)_{t}+4 r \Delta t \phi-2 r \Delta t^{2} L^{2,0}$ |
| V | 1 | CN | 0 | 1 | 0 | 0 | Exp | $\frac{\Delta t}{2}\left(u_{t}-d u_{x x}-2 F\right)_{t}+r \Delta t \phi-\frac{r \Delta t^{2}}{2} L^{1,0}$ |
| VI | 0 | Exp | 0 | 1 | 0 | 0 | Exp | $\frac{\Delta t}{2}\left(u_{t}-2 d u_{x x}-2 F\right)_{t}$ |
| VII | 2 | Imp | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | CN | $\frac{\Delta t}{2}\left(u_{t}-F\right)_{t}+4 r \Delta t \phi-2 r \Delta t^{2} L^{2,1 / 2}$ |
| VIIIa | 1 | CN | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | CN | $\frac{\Delta t}{2} G_{t}+r \Delta t \phi-\frac{r \Delta t^{2}}{2} L^{\gamma}$ |
| VIIIb |  |  | 0 | $\frac{3}{2}$ | 0 | $-\frac{1}{2}$ | CN | $2{ }_{2}$ |
| IX | 0 | Exp | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | CN | $\frac{\Delta t}{2}\left(u_{t}-2 d u_{x x}-F\right)_{t}$ |
| X | 1 | CN | 0 | 1 | $-\frac{S \Delta t}{2 \Delta x}$ | 0 | Exp | $\frac{\Delta t}{2} G_{t}-\frac{\Delta t}{2}\left(F_{t}+S F_{x}\right)+r \Delta t \phi-\frac{r \Delta t^{2}}{2} L^{1,0}$ |
| XI | 0 | Exp | 0 | 1 | 0 | 0 | Exp | $\Delta t G_{t}-\frac{\Delta t}{2}\left(u_{t t}-S^{2} u_{x x}\right)$ |
| XII | Eq. <br> (10) | CN | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | CN | $\frac{\Delta t}{2} G_{t}-\frac{r \Delta t^{2}}{2} L^{\gamma, 1 / 2}$ |

$$
{ }^{*} G(u)=\left(u_{t}-d u_{x x}-F\right) ; \phi(u)=d u_{x x t} ; L^{\gamma, \delta}(u)=d\left[\left(u_{t}-\gamma d u_{x x}\right)_{t x}+2 \delta F_{u} u_{t x}\right]_{x} .
$$

terms. A single nonlinear reaction-diffusion model equation was used in these studies. We show later computational results for a coupled system of reaction-diffusion equations describing the propagating ozone decomposition flame.

The Fisher equation, chosen as the model equation in these studies, is written as

$$
\begin{equation*}
u_{t}=d u_{x x}+u(1-u) \tag{13}
\end{equation*}
$$

This yields traveling wave solutions with $0 \leqq u \leqq 1$. Notice that the quadratic nonlinear source term simplifies the computation of implicit methods ( $\delta \neq 0$ in ( $7 \mathrm{a}, \mathrm{b}$ )) since they can be solved explicitly.

We set $d=1$ and used an equally spaced mesh with the domain $-50 \leqq x \leqq 400$. This domain was found to be sufficient to eliminate boundary effects. The initial condition
$U(x, 0)$ was given by the exact solution (6), which is a traveling wave with $S=5 / \sqrt{6}$ and $u(\infty, t)=0, u(-\infty, t)=1$.

In the results shown in Fig. 1, however, this initial condition was modified slightly in order to illustrate certain features of the model (13). This figure shows the numerical


Fig. 1. Numerical solution of Fisher's equation with initial data: (6) for $u>5 \times 10^{-6}$ and (5a) for $u \leqq 5 \times 10^{-6}$.
solution $U(x)$, for various times up to time $t=20$, using the standard explicit scheme VI in Table 1 on a fine mesh with $\Delta x=0.25, \Delta t=0.01$. The initial data were given by (6) for $U>5 \times 10^{-6}$, but for $U \leqq 5 \times 10^{-6}$ by ( 5 a). The constant $b$ in ( $5 a$ ) was set equal to 0.127 , i.e., $b+1 / b \cong 8$, and the constant $a$ was fixed by matching the initial data at the changeover point. Notice that with these conditions $(5 b)$ would predict a change in the wave speed from its initial value of $5 / \sqrt{6}$ to a final speed $S \cong 8$.

The results shown in Fig. 1 indicate that the wave propagates to the right with its structure preserved up to $t \cong 8$. This is followed by a transition period for $10 \leqslant t \leqslant 16$ where the wave profile undergoes a change. Finally, for $t \geqslant 18$ the wave appears to settle to a new structure. The corresponding change in the wave speed is shown in curve 1 of Fig. 2, which shows speed versus time for time up to $t=30$. The wave speed was computed from the relation

$$
\begin{equation*}
S=\int_{-\infty}^{\infty} u(1-u) d x \tag{14}
\end{equation*}
$$

which is, however, only valid for steady wave propagation. The results in Fig. 2 confirm that a new steady state, as measured by changes in the wave speed, is reached with speed $\cong 8$. This agrees with ( 5 b ) for $b=0.127$. Curve 2 in Fig. 2 summarizes a different set of results which were obtained under the same conditions as those given by curve 1 , but where the initial condition was given only by (6). In this case the wave is seen to propagate with a speed which agrees well with the exact solution $S=5 / \sqrt{6}$ for the duration of the computation.

The sensitivity of the results to small perturbations in the initial data which was seen in Figs. 1 and 2, indicates that the Fisher equation could be an exacting test


Fig. 2. Computed wave speed versus time for Fisher's equation. Initial data curve 1, (6) and (5a); curve 2, (6) only.
problem for numerical studies. Accordingly, the twelve numerical schemes which are listed in Table 1 were compared for this problem, as will now be discussed with the help of Figs. 3 and 4. These figures are plots of computed wave speed versus time with a coarse mesh ( $\Delta x=1$ and $\Delta t=0.2$ ) and the initial data were specified with (6) only-a


Fig. 3. Computed wave speed versus time for Fisher's equation with exact solution $S=5 / \sqrt{6}$. Initial data, (6). Schemes I-VI.


Fig. 4. Computed wave speed versus time for Fisher's equation with exact solution $S=5 / \sqrt{6}$. Initial data, (6). Schemes VII-XII.
steady propagating wave with speed $S=5 / \sqrt{6}$. For the schemes I to VI shown in Fig. 3 the error in the computed wave speed appears to grow, at least initially, linearly with time. The results of schemes VII to XII are shown in Fig. 4; error growth is more modest so that greater accuracy is associated with most of these schemes.

Parenthetically, notice that the schemes in Table 1 also resemble several other standard schemes: implicit (Imp), Crank-Nicolson (CN) and explicit (Exp). Each of these methods may be formed from ( $7 \mathrm{a}, \mathrm{b}$ ) by replacing $V_{j}$ and $W_{j}$ with $U_{k, j}^{n+1}$ in either the diffusion or reaction term or both terms, and by making the same choice of the parameters $\gamma, \delta, \alpha, q$ and $\beta$ as is shown in Table 1. The schemes in ( $7 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) produce the same order $\Delta t$ truncation errors as the corresponding Imp, CN and Exp schemes which are shown in the table. These error terms are listed first in the truncation error column of the table. However, equations (7) generate additional terms, proportional to $r \Delta t$ and $r \Delta t^{2}$, which are also given in the table. In the case of the standard explicit method ( $7 \mathrm{a}, \mathrm{b}$ ) become identical and reduce to the standard explicit scheme.

The underestimate of the steady wave speed which is seen in Fig. 3 for the standard explicit method VI $(\alpha=1, \delta=\gamma=q=\beta=0)$ is primarily due to a first-order numerical diffusion error. This is demonstrated by comparing the results of this scheme with the results of scheme XI (Fig. 4), which is identical to scheme VI, except that the physical diffusion coefficient $d$ was increased by a factor of $1+\left(S^{2} \Delta t / 2 d\right)$. (Here $S^{(n)}$ was computed explicitly using (14) as the computation proceeded.) This increase in $d$ minimizes the numerical diffusion effect in steady wave propagation as is seen in the truncation error column of scheme XI in Table 1.

A penalty which is associated with the significant improvement in the accuracy of the explicit method which is seen in scheme XI is that the diffusional stability criterion $r \leqq \frac{1}{2}$ (compare (11) for $\gamma=0$ ) becomes more restrictive for higher wave speeds. For $S \gg d / \Delta x$, the stability condition (11) is replaced by the C.F.L. condition $S \Delta t / \Delta x \leqq 1$. However, scheme XI is second-order accurate for the case of steady wave propagation, and it is therefore of interest to compare its performance with others in Table 1.

In scheme IX $\left(\delta=\alpha=\frac{1}{2}, \gamma=q=\beta=0\right)$ the leading truncation error is $-(\Delta t / 2) d u_{x x t}$. In contrast to scheme VI, this is a numerical dispersion error and not a diffusive error in steady propagation. A comparison of scheme IX (Fig. 4) with the results of scheme VI (Fig. 3) shows that this first-order dispersive error does not deteriorate accuracy as much as the diffusive error. In fact, the accuracy of the method IX is seen to be comparable to that of the second-order scheme XI.

The parameter $\gamma$ in the diffusion terms of ( $7 \mathrm{a}, \mathrm{b}$ ) is given by (10) in scheme XII. Here $q=\beta=0$ and $\delta=\alpha=\frac{1}{2}$. This optimal choice of the parameter $\gamma$ results in a leading truncation error of the form $r \Delta t^{2} L^{\gamma, 1 / 2}(u)$. (The terms $L^{\gamma, \delta}(u)$ in Table 1 are derived from a Taylor series expansion of the methods followed by an analysis similar to that which led to (9).) In Fig. 4 it is seen that scheme XII performs as well as the second-order accurate scheme XI. From this it would be concluded that the $r \Delta t^{2} L^{\gamma, \delta}(u)$ truncation error terms are small. The results which correspond to schemes VIII $a, b$ and $X$ are also shown in Fig. 4, and they are seen to give accurate results. The three schemes have the same leading truncation error. However, differences in their respective truncation errors do occur in the higher order terms (see Table 1), and the agreement in their results confirms that the effect of these $O\left(r \Delta t^{2}\right)$ terms is small.

The additional term $(\Delta t / 2)\left(F_{t}+S F_{x}\right)$, which vanishes in steady propagation, in scheme $\mathrm{X}(\gamma=\alpha=1, \delta=\beta=0)$ comes from evaluating the reaction rate explicitly as $F\left(U_{j+q \Delta x}^{n}\right)$ with $q=S \Delta t / 2 \Delta x$. (The reaction rate at $x_{j}+q \Delta x$ (here, $-1<q<0$ ) was determined by linear interpolation between the rates at $x_{j}$ and $x_{j-1}$ with $S^{(n)}$ given by (14).) This method of computing the reaction rate minimizes a truncation error, $-(\Delta t / 2) F_{t}$, which arises from the similar but slightly less accurate scheme $\mathrm{V}(\gamma=\alpha=1$, $\delta=q=\beta=0$ ). This may be seen by comparing scheme V in Fig. 3 with scheme X in Fig. 4. The reaction rate is evaluated implicitly in scheme VIIIa ( $\gamma=1, \delta=\alpha=\frac{1}{2}, q=\beta=0$ ) and is computed explicitly, but with the same leading truncation error, in scheme VIIIb ( $\gamma=1, \delta=q=0, \alpha=\frac{3}{2}, \beta=-\frac{1}{2}$. However, the methods VIIIa and VIIIb (dashed curve) are seen to produce similar results in Fig. 4. The methods VIIIa, b and $X$ have a firstorder numerical dispersion error $r \Delta t u_{x x t}$. A comparison of their results with those of the previously discussed scheme IX, which has a truncation error $-(\Delta t / 2) d u_{x x t}$, shows a corresponding change of sign in the error in the computed wave speed.

The first-order dispersive error is larger for scheme VII, and is $\left(\frac{1}{2}+4 r\right) d \Delta t u_{x x t}$ ( $\gamma=2, q=\beta=0$ and $\delta=\alpha=\frac{1}{2}$ ). With reference to Fig. 4, this scheme is seen to overestimate the steady wave speed significantly. Therefore, it would be concluded that large numerical dispersion errors can deteriorate the accuracy of a method.

The results shown in Fig. 3 also include schemes I to IV, which have not yet been discussed. Scheme I gave the poorest results in the study. This scheme has $\gamma=2$ and the reaction rate is evaluated fully implicitly ( $\delta=1, \alpha=\beta=q=0$ ). The scheme has a dispersive error $4 r \Delta t d u_{x x t}$, which is greater than that of schemes VIIIa, b and X but less than that of scheme VII. However, the method has, in addition, a numerical diffusion error ( $\Delta t / 2$ ) $U_{t t}$. A comparison between schemes VII, VIIIa, b and X (Fig. 4) and scheme I (Fig. 3) shows that this numerical diffusion term deteriorates the accuracy of the method greatly.

Finally, a comparison of the performance of schemes I to VI (Fig. 3) with that of the generally superior schemes VII to XII (Fig. 4) shows the importance of an accurate evaluation of the reaction term. Schemes VII to XII have first-order truncation errors $\sim \Delta t\left(U_{t t}-F_{t}\right)$. This form of truncation error would lead to a second-order method in the absence of physical diffusion, i.e., $d=0$, and it is seen to be preferable also for the case $d \neq 0$. In the following we describe results obtained using the explicit method VIIIb, which satisfies this latter requirement and which does not have a first-order numerical diffusion truncation error.

Fig. 5 summarizes results for the ozone decomposition flame propagation problem, mentioned earlier. This problem has also been analysed by Bledjian [2] and Margolis


Fig. 5. Profiles of temperature $\left(U^{(4)} \square\right)$, and atomic oxygen $\left(u^{(1)} \bigcirc\right)$, molecular oxygen $\left(u^{(2)} 0\right)$, ozone $\left(u^{(3)} \triangle\right)$ mass fractions at $t=2.1 \mathrm{~ms}$ after ignition. Minimum $\Delta x \simeq 0.25, \Delta t \simeq 0.3 \mu \mathrm{~s}$. (— results of Margolis [9].)
[9], who used first- and fourth-order accurate methods of lines respectively. Lund [8] studied a similar ozone flame problem and used a first-order fully implicit method. Thus, results are available for comparison. The governing equations are as given in (1) with $K=4$ and $d^{(k)}$ assumed equal and constant. $u^{(1)}, u^{(2)}$ and $u^{(3)}$ are the mass fractions of atomic oxygen, molecular oxygen and ozone, respectively, and $u^{(4)}$ is the gas temperature. The initial data, nondimensionalization and reaction terms $F^{(k)}$ were as given by Margolis [9]. The problem models flame propagation in a mixture of $\frac{2}{3} \mathrm{O}_{2}$ and ${ }_{3}^{1} \mathrm{O}_{3}(\mathrm{wt})$. The unburned gas temperature was $300^{\circ} \mathrm{K}$, and the pressure (assumed constant through the flame in the model) was 0.821 atm .

Details of the steady wave structure are shown in Fig. 5. The symbols show the computed wave temperature and mass fraction profiles in a portion of the computational domain. The results were obtained using an adaptive grid method which concentrates grid points within the flame. The minimum grid spacing ( $\Delta x \cong 0.25$ ) was arranged to coincide with the point of maximum temperature gradient in the method.

Further details of the adaptive grid method and more detailed ozone flame results are given in Reitz [12].

The solid curves show the results obtained by Margolis [9], who used an equally spaced mesh with $\Delta x=0.2$. A comparison of the results shows excellent agreement between the two calculations. The present computed flame speed was $49.8 \pm 0.1 \mathrm{~cm} / \mathrm{s}$, which agrees well with the value of Margolis [9], $S=49.7 \mathrm{~cm} / \mathrm{s}$. This agreement indicates that lower order methods can be sufficiently accurate for practical computations. The fact that the present results show improved accuracy over the results of Bledjian [2], who gave $S=54.3 \mathrm{~cm} / \mathrm{s}$, indicates that the first-order numerical dispersion error of scheme VIIIb reduces accuracy less than the first-order diffusive error in his method. This is in agreement with the findings of the model equation parameter study.

Finally, it is of interest to note that the time step used in the ozone flame computation ( $\Delta t \cong 0.3 \mu \mathrm{~s}$ ), which is limited by the dominant eigenvalue of the reaction terms (12), is comparable to that used by Bledjian [2] ( $\Delta t \sim 0.3 \mu \mathrm{~s})$ and by Lund [8] ( $\Delta t \cong 0.4 \mu \mathrm{~s}$ ) (values of $\Delta t$ were not given by Margolis [9]). In Lund's fully implicit method the timestep was controlled by specifying a maximum number of iterations for convergence of the solution each timestep. This agreement in the timesteps indicates that explicit methods can be competitive with implicit methods in certain combustion problems.

Conclusions. The model equation parameter study has shown that numerical diffusion effects can reduce the accuracy of a numerical method significantly. Numerical dispersion truncation errors were also found to be detrimental to accuracy, but only if they were sufficiently large. The study also points out that the reaction term should be accurately represented in the finite difference scheme. Generally, methods which are second-order accurate for the case of no physical diffusion, $d=0$, were found to be best.

The favorable comparison of the ozone flame computations made with scheme VIIIb and the results of the fourth-order accurate method of Margolis [9] indicates that a lower order method is sufficiently accurate for practical computations. The fact that the results show improved accuracy over the first order results of Bledjian [2] confirms the finding in the model equation study that a first-order numerical dispersion error reduces accuracy less than a corresponding numerical diffusion error. Finally, the fact that the allowable timestep was found to be comparable to the timestep of the implicit method of Lund [8] suggests that explicit numerical methods could prove to be competitive in certain combustion problems.
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# STABILITY AND MULTIPLICITY OF SOLUTIONS TO DISCRETIZATIONS OF NONLINEAR ORDINARY DIFFERENTIAL EQUATIONS* 
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#### Abstract

A large class of consistent and unconditionally stable discretizations of nonlinear boundary value problems is defined. The number of solutions to the discretizations is compared to the number of solutions of the continuous problem. We state conditions under which these numbers must agree for all sufficiently small mesh sizes. Various examples, including bifurcation problems, illustrate our theoretical results.
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1. Introduction. We consider a large class of discretizations for the nonlinear boundary value problem

$$
\begin{equation*}
N u \equiv u^{(n)}+f\left(x, u, u^{(1)}, \cdots, u^{(n-1)}\right)=0, \quad 0 \leqq x \leqq 1, \tag{1.1}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
B^{l} u \equiv \sum_{k=0}^{n-1} b_{k, l}^{0} u^{(k)}(0)+\sum_{k=0}^{n-1} b_{k, l}^{1} u^{(k)}(1)=0, \quad 1 \leqq l \leqq n \tag{1.1a}
\end{equation*}
$$

The discrete approximations all satisfy the conditions for consistency and stability, even on nonuniform meshes without the assumption of a bounded mesh ratio. These approximations are defined in $\S 2$, where we also summarize their convergence properties.

Then, in §3, we consider the relation between the number of solutions to the discrete problem and the number of solutions to the continuous problem. In general these need not be the same, not even asymptotically, as the mesh size goes to zero. The results of [2] indicate that these numbers of solutions can be guaranteed to agree only under rather restrictive assumptions on the differential equation. Essentially, the result in [2] is that extraneous solutions must disappear, as the mesh size approaches zero, when the lower order part of the differential operator in (1.1) is a sublinear function of its main arguments. We recover this result in § 3 with simple proofs adapted to the special nature of the approximations considered in this paper.

A variety of examples are given in §4. In addition to problems that do not satisfy the sublinearity condition and that exhibit extraneous solutions, no matter how small the mesh size, we also give examples of discretized bifurcation problems that have extraneous solution branches. One of these examples shows that even if a bifurcation problem does satisfy the restrictive assumption of sublinearity, it still may have extraneous solution branches for large mesh sizes. Our theoretical results then explain why these branches must disappear (or straighten out) as the mesh size decreases. A final example illustrates the effect that discretization may have on the bifurcation diagram associated with a Hopf bifurcation problem.
2. Definitions and basic convergence properties. The discretizations studied can be defined as follows. Introduce a mesh $\left\{0=x_{0}<x_{1}<\cdots<x_{J}=1\right\}$, with $h_{i} \equiv x_{j}-x_{j-1}$,

[^17]$h \equiv\left(h_{1}, h_{2}, \cdots, h_{J}\right)$ and $|h| \equiv \max h_{j}$. To each mesh point $x_{j}(0 \leqq j \leqq J-n)$ associate a polynomial $p_{j} \in P_{n+m-1}$. Here $P_{d}$ is the space of all polynomials of degree less than or equal to $d$. Define $\underline{p}_{h} \equiv\left\{p_{j}\right\}_{j=0}^{J-n}$. Let $P_{h}^{n, m} \equiv P_{h}^{n, m}\left[\mu_{1}, \mu_{2}, \cdots, \mu_{n}\right]$ denote the linear space of all $\underline{p}_{h}$ satisfying the boundary conditions (1.1a), in the sense that
\[

$$
\begin{equation*}
\sum_{k=0}^{n-1} b_{k, l}^{0} p_{0}^{(k)}(0)+\sum_{k=0}^{n-1} b_{k, l}^{1} p_{J-n}^{(k)}(1)=0, \quad 1 \leqq l \leqq n, \tag{2.1}
\end{equation*}
$$

\]

as well as matching conditions of the form

$$
\begin{equation*}
p_{j}\left(x_{j+\mu_{k}}\right)=p_{j+1}\left(x_{j+\mu_{k}}\right), \quad 1 \leqq k \leqq n, \quad 0 \leqq j \leqq J-n-1, \tag{2.2}
\end{equation*}
$$

where $1 \leqq \mu_{1} \leqq \mu_{2} \leqq \cdots \leqq \mu_{n} \leqq n$. If not all integers $\mu_{k}$ are distinct, then we define this to imply that derivatives also match, in the obvious manner. The discrete method now consists of finding $\underline{p}_{h} \in P_{h}^{n, m}$ satisfying the collocation equations

$$
\begin{equation*}
N p_{i}\left(z_{j, i}\right)=0, \quad 1 \leqq i \leqq m, \quad 0 \leqq j \leqq J-n, \tag{2.3}
\end{equation*}
$$

where for each $j$ the $z_{j, i}$ are distinct points in $\left[x_{j}, x_{j+\mu_{n}}\right]$. The $z_{j, i}$ are assumed to be locally semiuniform, i.e., $\min _{i_{1} \neq i_{2}}\left|z_{j, i_{1}}-z_{j, i_{2}}\right| \geqq C\left|x_{j+\mu_{n}}-x_{j}\right|$, for some constant $C$ which is independent of $j$ and $h$. This assumption is not strictly necessary (e.g., [6]), but it simplifies the argument somewhat. Note that it does not impose any restrictions on the mesh, if the $z_{j, i}$ are chosen systematically with respect to $\left[x_{i}, x_{j+\mu_{n}}\right]$.

Examples. The orthogonal collocation methods correspond to taking $\mu_{i}=1$, $1 \leqq i \leqq n$, and Gauss $z_{j, i}[1]$, [4]. Spline collocation methods can also be viewed as having $\mu_{i}=1,1 \leqq i \leqq n$, but with $m=2, z_{j, 1}=x_{j}, z_{j, 2}=x_{j+1}[17]$. For a survey of such projection methods see [16]. The generalized finite difference methods of [5], [6], [13], [14], [15], [18] are obtained for general $m$ and $\mu_{k}=k, 1 \leqq k \leqq n$.

The essential characteristic of all methods included in the present framework is the fact that all derivatives up to order $n-1$ of each pair of consecutive polynomial components $p_{i}$ and $p_{j+1}$ match somewhere in $\left[x_{j+1}, x_{j+\mu_{n}}\right]$. But derivatives of order greater than $n-1$ are not required to match. If $\mu_{k}=1(1 \leqq k \leqq n)$, this is clear, since this is the case where all derivatives up to order $n-1$ of each $p_{j}, p_{j+1}$ match identically at $x_{j+1}$. If not all $\mu_{k}$ are equal, this matching follows from repeated application of Rolle's theorem.

Introduce the following norm: If $\underline{w}_{h} \in P_{h}^{n, m}$, then

$$
\left\|\underline{w}_{h}\right\|_{p}=\max _{0 \leqq k \leqq p} \max _{0 \leqq j \leqq J-n} \max _{x \in\left[x_{j}, x_{j}+\mu_{n}\right]}\left|w_{j}^{(k)}(x)\right| .
$$

Also, for $w \in C^{p}[0,1]$, we use the notation

$$
\left\|\underline{w}_{h}-w\right\|_{p} \equiv \max _{0 \leqq k \leqq p} \max _{0 \leqq j \leqq J-n} \max _{x \in\left[x_{j} x_{j}+\mu_{n}\right]}\left|w_{j}^{(k)}(x)-w^{(k)}(x)\right| .
$$

The proof of the following lemma is very similar to that of [6, Lemma 2.1] and will be omitted.

Lemma 2.1. Let $\left\{h^{\nu}\right\}_{\nu=1}^{\infty}$ be a sequence of meshes with $\left|h^{\nu}\right| \rightarrow 0$ as $\nu \rightarrow \infty$. For each $\nu$ let $\underline{w}_{h^{\nu}} \in P_{h^{\nu}}^{n, m}$, with $\left\|\underline{w}_{h^{\nu}}\right\|_{n} \leqq C$. Then there is a subsequence $\left\{\underline{w}_{h^{\nu}}\right\}_{\nu=1}^{\infty}$ and a function $w \in C^{n-1}[0,1]$ such that $\left\|\underline{w}_{h^{\nu}}-w\right\|_{n-1} \rightarrow 0$ as $\nu \rightarrow \infty$.

Remark. For simplicity we do not notationally distinguish between sequence and subsequence.

Rewrite the collocation equations (2.3) in operator form as

$$
N_{h} \underline{p}_{h}=0,
$$

where $N_{h}$ maps $P_{h}^{n, m}$ into $R_{h}^{n, m} \equiv \mathbb{R}^{m(J-n+1)}$. For $r_{h} \in R_{h}^{n, m}, r_{h} \equiv\left\{r_{j, i}: 0 \leqq j \leqq J-n\right.$, $1 \leqq i \leqq m\}$, let $\left\|r_{\boldsymbol{L}}\right\|_{\infty} \equiv \max _{i, j}\left|r_{j, i}\right|$. (This is the usual max norm on $\mathbb{R}^{\dot{m}(J-n+1)}$.) Let $L_{h}\left[\underline{w}_{h}\right]$ be the Fréchet derivative of $N_{h}$ at $\underline{w}_{h} \in P_{h}^{n, m}$. Thus $L_{h}\left[\underline{w}_{h}\right]$ maps $P_{h}^{n, m}$ linearly into $\boldsymbol{R}_{h}^{n, m}$ as follows: $L_{h}\left[\underline{w}_{h}\right] \underline{q}_{h}=r_{\boldsymbol{h}}$, where

$$
\begin{aligned}
& r_{j, i}=q_{i}^{(n)}\left(z_{j, i}\right)+\sum_{k=0}^{n-1} f_{y_{k}}\left(z_{j, i}, w_{j}\left(z_{j, i}\right), \cdots, w_{j}^{(n-1)}\left(z_{j, i}\right)\right) q_{i}^{(k)}\left(z_{j, i}\right), \\
& 1 \leqq i \leqq m, \quad 0 \leqq j \leqq J-n .
\end{aligned}
$$

Here the arguments of $f$ are indicated as $f \equiv f\left(x, y_{0}, y_{1}, \cdots, y_{n-1}\right)$. The induced operator norm is given by

$$
\left\|L_{h}\left[\underline{w}_{h}\right]\right\| \equiv \max _{\left\|\underline{q}_{h}\right\|_{n}=1}\left\|L_{h}\left[\underline{w}_{h}\right] \underline{q}_{h}\right\|_{\infty}
$$

Let $\underline{u}_{h} \equiv\left\{u_{j}(x)\right\}_{j=0}^{J-n} \in P_{h}^{n, m}$ interpolate a solution $u$ of (1.1), (1.1a) at the mesh points and at certain additional points $t_{j, i} \in\left[x_{j}, x_{i+\mu_{n}}\right]$ as follows:

$$
\begin{aligned}
& u_{j}\left(x_{j+\mu_{k}}\right)=u\left(x_{j+\mu_{k}}\right), \quad 0 \leqq k \leqq n, \quad 0 \leqq j \leqq J-n, \\
& u_{j}\left(t_{j, i}\right)=u\left(t_{j, i}\right), \quad 1 \leqq i \leqq m-1, \quad 0 \leqq j \leqq J-n
\end{aligned}
$$

where repeated points, if any, denote Hermite interpolation. Also define

$$
B_{\varepsilon}^{n}\left(\underline{u}_{h}\right) \equiv\left\{\underline{w}_{h} \in P_{h}^{n, m}:\left\|\underline{w}_{h}-\underline{u}_{h}\right\|_{n} \leqq \varepsilon\right\} .
$$

We say that $f\left(x, y_{0}, y_{1}, \cdots, y_{n-1}\right)$ has Lipschitz continuous derivatives with respect to $y_{0}, y_{1}, \cdots, y_{n-1}$ in a $\rho$-neighborhood of $v \in C^{n-1}[0,1]$ if

$$
\max _{0 \leqq k \leqq n-1}\left|f_{y_{k}}\left(x, \alpha_{0}, \cdots, \alpha_{n-1}\right)-f_{y_{k}}\left(x, \beta_{0}, \cdots, \beta_{n-1}\right)\right| \leqq K_{L} \max _{0 \leqq l \leqq n-1}\left|\alpha_{l}-\beta_{l}\right|,
$$

for all $\left\{\alpha_{l}, \beta_{l}\right\}$ with $\max _{l}\left|\alpha_{l}-v^{(l)}(x)\right| \leqq \rho, \max _{l}\left|\beta_{l}-v^{(l)}(x)\right| \leqq \rho$, and for all $x \in[0,1]$. Here $K_{L} \equiv K_{L}[v]$ and $\rho \equiv \rho(v)$ are positive constants that do not depend on $x$.

Lemma 2.2. Let $f$ have Lipschitz continuous partial derivatives with respect to $y_{0}, y_{1}, \cdots, y_{n-1}$ in a $\rho$-neighborhood of $u$. Here $u \in C^{n+m}[0,1]$ is an exact solution of (1.1), (1.1a). Then for all sufficiently small $|h|$ we have

$$
\left\|L_{h}\left[\underline{v}_{h}\right]-L_{h}\left[\underline{w}_{h}\right]\right\| \leqq n K_{L}\left\|\underline{v}_{h}-\underline{w}_{h}\right\|_{n-1},
$$

whenever

$$
\underline{v}_{h}, \underline{w}_{h} \in B_{\rho / 2}^{n-1}\left(\underline{u}_{h}\right) .
$$

A solution $u \in C^{n}[0,1]$ of (1.1), (1.1a) is called an isolated solution if the linearized problem

$$
L[u] v \equiv v^{(n)}+\sum_{k=0}^{n-1} f_{y_{k}}\left(x, u, u^{(1)}, \cdots, u^{(n-1)}\right) v^{(k)}=0
$$

subject to the boundary conditions $B^{l} v=0,1 \leqq l \leqq n$, admits only $v(x) \equiv 0$ as solution. Below it will also be assumed that each $f_{y_{k}}\left(x, y_{0}, \cdots, y_{n-1}\right)$ is continuous in $x$, in a $\rho$-neighborhood of $u$. By this is meant continuity in $x$ for $\left|y_{l}-u^{(l)}(x)\right| \leqq \rho, 0 \leqq l \leqq$ $n-1, x \in[0,1]$ with $\rho \equiv \rho[u]$ independent of $x$. We can now state the following stability result:

Theorem 2.3. Let $f$ have Lipschitz continuous derivatives with respect to $y_{0}, y_{1}, \cdots, y_{n-1}$ as in Lemma 2.2 and let each $f_{y_{k}}$ be continuous in $x$, all in a $\rho$-neighborhood of an isolated solution $u \in C^{n+m}[0,1]$ of (1.1), (1.1a). Then there are positive constants $\delta, \varepsilon$ and $K$ such that

$$
\left\|\underline{v}_{h}-\underline{w}_{h}\right\|_{n} \leqq K\left\|N_{h} \underline{v}_{h}-N_{h} \underline{w}_{h}\right\|_{\infty},
$$

for all $\underline{v}_{h}, \underline{w}_{h} \in B_{\varepsilon}^{n}\left(\underline{u}_{h}\right)$ and for all meshes $h$ with $|h| \in(0, \delta]$.
For a proof of the statement above, one can first appeal to the general theory in [9]. This simplifies the problem to that of finding a corresponding stability result for the linearized problem. The linear case has been dealt with in [6], using a technique from [11]. Actually the discretizations in this work are slightly more general than those in [6], but this would be hardly noticeable in the proof.

A more direct approach is equally well possible and outlined below.
Sketch of proof. Suppose that the conclusion of the theorem does not hold. Then there exists a sequence of meshes $\left\{h^{\nu}\right\}_{\nu=1}^{\infty}$ and corresponding $\varepsilon^{\nu}>0, K^{\nu}>0$, and $\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}} \in B_{\varepsilon^{\nu}}^{n}\left(\underline{u}_{h^{\nu}}\right)$, with $\left|h^{\nu}\right| \rightarrow 0, \varepsilon^{\nu} \rightarrow 0$ and $K^{\nu} \rightarrow \infty$ as $\nu \rightarrow \infty$, such that

$$
\left\|\underline{v}_{h^{\nu}}-\underline{w}_{h^{\nu}}\right\|_{n}>K^{\nu}\left\|N_{h^{\nu}} \underline{v}_{h^{\nu}}-\boldsymbol{N}_{h^{\nu}} \underline{w}_{h^{\nu}}\right\|_{\infty} .
$$

By the generalized mean value theorem

$$
N_{h^{\nu}} \underline{w}_{h^{\nu}}-N_{h^{\nu}} \underline{w}_{h^{\nu}}=L_{h^{\nu}}\left[\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}}\right]\left(\underline{w}_{h^{\nu}}-\underline{w}_{h^{\nu}}\right),
$$

where

$$
L_{h^{\nu}}\left[\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}}\right] \equiv \int_{0}^{1} L_{h^{\nu}}\left[t \underline{v}_{h^{\nu}}+(1-t) \underline{w}_{h^{\nu}}\right] d t .
$$

Thus, if we let $\underline{e}_{h^{\nu}} \equiv\left(\left\|\underline{v}_{h^{\nu}}-\underline{w}_{h^{\nu}}\right\|_{n}\right)^{-1}\left(\underline{v}_{h^{\nu}}-\underline{w}_{h^{\nu}}\right)$, then $\left\|\underline{e}_{h^{\nu}}\right\|_{n}=1$ and $\left\|L_{h^{\nu}}\left[\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}}\right] \underline{e}_{h^{\nu}}\right\|_{\infty}<$ $\left(K^{\nu}\right)^{-1}$. We may assume that $\varepsilon^{\nu} \leqq \rho / 2$ for all $\nu$, so that $\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}} \in B_{\rho / 2}^{n-1}\left(\underline{u}_{h^{\nu}}\right)$, and also that $\left|h^{\nu}\right|$ is sufficiently small for all $\nu$, so that the estimate of Lemma 2.2 is valid. Therefore

$$
\begin{aligned}
\left\|L_{h^{\nu}}\left[\underline{u}_{h^{\nu}}\right] \underline{e}_{h^{\nu}}\right\|_{\infty} & \leqq\left\|L_{h^{\nu}}\left[\underline{u}_{h^{\nu}}\right] \underline{e}_{h^{\nu}}-L_{h^{\nu}}\left[\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}}\right] \underline{e}_{h^{\nu}}\right\|_{\infty}+\left\|L_{h^{\nu}}\left[\underline{v}_{h^{\nu}}, \underline{w}_{h^{\nu}}\right] \underline{e}_{h^{\nu}}\right\|_{\infty} \\
& <\int_{0}^{1} \| L_{h^{\nu}}\left[t \underline{u}_{h^{\nu}}+(1-t) \underline{u}_{h^{\nu}}\right]-L_{h}^{\nu}\left[\underline{v}_{h^{\nu}}+(1-t) \underline{w}_{h^{\nu}} \| d t+\left(K^{\nu}\right)^{-1}\right. \\
& \leqq \int_{0}^{1} n K_{L}\left\|t\left(\underline{u}_{h^{\nu}}-\underline{v}_{h^{\nu}}\right)+(1-t)\left(\underline{u}_{h^{\nu}}-\underline{w}_{h^{\nu}}\right)\right\|_{n-1} d t+\left(K^{\nu}\right)^{-1} \\
& \leqq n K_{L} \varepsilon^{\nu}+\left(K^{\nu}\right)^{-1} \rightarrow 0 \quad \text { as } \nu \rightarrow \infty .
\end{aligned}
$$

Since $\left\|\underline{e}_{h^{\nu}}\right\|_{n}=1$ for all $\nu$, it follows from Lemma 2.1 that there is a function $e(x) \in C^{n-1}[0,1]$ and a subsequence $\left\{h^{\nu}\right\}_{\nu=1}^{\infty}$ such that $\left\|\underline{e}_{h^{\nu}}-e\right\|_{n-1} \rightarrow 0$ as $\nu \rightarrow \infty$. Using the teciniques of [6] it is then not difficult to show, that in fact $e \in C^{n}[0,1], e \neq 0$ and $L[u] e=0$. Also $e(x)$ satisfies the homogeneous boundary conditions (1.1a). This contradicts the assumption that $u$ is an isolated solution. Thus the statement of the theorem must be true.

Given the result of Theorem 2.3, it is easy to establish convergence. For this purpose define the truncation error $\tau_{\mathfrak{L}} \in R_{h}^{n, m}$ by

$$
\tau_{\boldsymbol{\sim}} \equiv \boldsymbol{N}_{h} \underline{u}_{h} .
$$

Thus $\tau_{\downarrow}$ has components $\tau_{j, i}=N u_{j}\left(z_{j, i}\right)$. In general, if $u \in C^{n+m}[0,1]$ then $\tau_{\sim}$ satisfies an
estimate of the form

$$
\left\|\tau_{\nu}\right\|_{\infty} \leqq M_{1}[u]|h|^{m},
$$

but the order can normally be improved by suitable choice of the collocation points [4], [5], [13], [15]. For example the order is at least $m+1$ if for each $j$ the $z_{j, i}$ are chosen to coincide with the roots of

$$
\left(\frac{d^{n}}{d x^{n}}\right)\left[\prod_{k=0}^{n}\left(x-x_{j+\mu_{k}}\right) \prod_{k=1}^{m-1}\left(x-t_{j, k}\right)\right]
$$

Below we also need a bound on the error in interpolating an exact solution $u$ of (1.1), (1.1a) by $\underline{u}_{h} \in P_{h}^{n, m}$ in the manner indicated before. For this we have

$$
\left\|\underline{u}_{h}-u\right\|_{n} \leqq M_{2}[u]|h|^{m},
$$

provided again that $u \in C^{n+m}[0,1]$.
Theorem 2.4. Assume that the conditions of Theorem 2.3 are satisfied. Then there is a positive constant $\delta$ such that $N_{h} \underline{p}_{h}=0$ has a unique solution

$$
\begin{aligned}
& \underline{p}_{h} \in P_{h}^{n, m} \quad \text { in } B_{\varepsilon}^{n}\left(\underline{u}_{h}\right) \quad \text { and such that } \\
& \left\|\underline{p}_{h}-u\right\|_{n} \leqq\left(K M_{1}[u]+M_{2}[u]\right)|h|^{m}, \quad \text { whenever }|h| \in(0, \delta] .
\end{aligned}
$$

Proof. The existence proof is identical to the corresponding part of the proof of [9, Thm. 3.6]. The error estimate is obtained as follows:

$$
\begin{aligned}
\left\|\underline{p}_{h}-u\right\|_{n} & \leqq\left\|\underline{p}_{h}-\underline{u}_{h}\right\|_{n}+\left\|\underline{u}_{h}-u\right\|_{n} \\
& \leqq K\left\|N_{h} \underline{p}_{h}-N_{h} \underline{u}_{h}\right\|_{n}+M_{2}[u]|h|^{m} \\
& \leqq K\left\|N_{h} \underline{u}_{h}\right\|_{n}+M_{2}[u]|h|^{m} \\
& \leqq\left(K M_{1}[u]+M_{2}[u]\right)|h|^{m} .
\end{aligned}
$$

3. Multiplicity of solutions. Theorem 2.4 in the preceding section guarantees that every isolated solution of the continuous problem is approximated by a solution of the discrete problem. Such a discrete solution is then itself necessarily isolated for all sufficiently small $|h|$, because stability implies isolation. The proof of this fact is essentially the same as the proof of [9, Thm. 2.5], where it is given for the continuous problem. Not much can be said if the continuous problem has a solution that is not isolated. For example, in such a case it is possible that the discretization has no solutions that converge to the given nonisolated solution of the continuous problem. Most of these difficulties can be avoided however by considering solution branches instead of single solutions, and following these with a continuation procedure.

Below we state a global convergence theorem. It does not exclude the possibility of existence of extraneous solutions to the discrete problem, not even for small $|h|$. However, under some mild continuity assumptions, the theorem shows that if such extraneous solutions exist, they must tend to infinity in the appropriate norm as $|h| \rightarrow 0$. The proof of this fact bears resemblance to that of Thm. 2.3, although it deals directly with the nonlinear equation.

Theorem 3.1. Assume that the problem (1.1), (1.1a), has exactly $N$ solutions $u^{[l]}(x) \in C^{n+m}[0,1], N<\infty$, each of which is isolated. Let $f$ have Lipschitz continuous derivatives $f_{y_{k}}, 0 \leqq k \leqq n-1$, and let each $f_{y_{k}}$ be continuous in $x$; all in a $\rho\left[u^{[l]}\right]$ neighborhood of each $u^{[l]}$. In addition assume that $f$ is continuous in all its variables in a $\rho$-neighborhood of every $v \in C^{n-1}[0,1] ; \rho[v]>0$. Then for each $R>$
$\max _{1 \leqq l \leqq N}\left\|u^{[l]}\right\|_{n}$, there exists a $\delta_{R}>0$ such that the discrete problem $N_{h} \underline{p}_{h}=0$ has exactly $N$ solutions $\underline{p}_{h}^{[l]} \in P_{h}^{n, m}$ in $B_{R}^{n}(0)$, for all $h$ with $|h| \in\left(0, \delta_{R}\right]$.

Proof. The assumptions above include those of Theorem 2.4. Hence each $u^{[l]}$ is approximated by a solution $\underline{p}_{h}^{[l]}$ of $N_{h} \underline{p}_{h}=0$. For all sufficiently small $|h|$ these $\underline{p}_{h}^{[l]}$ must be distinct, due to the isolated nature of each of the $u^{[l]}$. Also, since $R>\max _{l} \|_{u^{[l]} \|_{n}}$, the $\underline{p}_{h}^{[l]}$ must eventually (for small $|h|$ ) lie in $B_{R}^{n}(0)$. Assume now that we can find a sequence of meshes $\left\{h^{\nu}\right\}_{\nu=1}^{\infty}$ with $\left|h^{\nu}\right| \rightarrow 0$ as $\nu \rightarrow \infty$, and for each $\nu$ solutions $\underline{p}_{h^{\nu}} \neq$ $p_{h^{[[]}}^{[]}, 1 \leqq l \leqq N$, of $N_{h^{\nu}} \underline{p}_{h^{\nu}}=0$, with $\left\|\underline{p}_{h^{\nu}}\right\|_{n} \leqq R$. Then by Lemma 2.1 there is a subsequence $\left\{p_{h^{\nu}}\right\}_{\nu=1}^{\infty}$ and a function $p \in C^{n-1}[0,1]$, such that $\left\|p_{h^{\nu}}-p\right\|_{n-1} \rightarrow 0$ as $\nu \rightarrow \infty$.

Let $s \in[0,1]$, and for each $\nu$ let $j \equiv j_{\nu}$ be such that $s \in\left[x_{j}, x_{j+\mu_{n}}\right]$. For each fixed $j$ let the polynomials $\psi_{i} \equiv \psi_{j_{\nu}, i}$ denote the Lagrange interpolating coefficients for the points $z_{i} \equiv z_{j_{v}, i}, i=1,2, \cdots, m$. Since the collocation points are assumed to be locally semiuniform throughout this work, we have

$$
\max _{i, j} \max _{\left[x_{j}, x_{j}+\mu_{n}\right]}\left|\psi_{j, i}(x)\right| \leqq K_{\psi}
$$

for some constant $K_{\psi}$ that does not depend on $h$. Write $w^{*} \equiv\left(w, w^{(1)}, \cdots, w^{(n-1)}\right)$. Consider now the following estimate:

$$
\begin{aligned}
& \left|p_{j}^{(n)}(s)+f\left(s, p^{*}(s)\right)\right| \\
& \begin{array}{l}
=\left|-\sum_{i=1}^{m} \psi_{i}(s) f\left(z_{i}, p_{j}^{*}\left(z_{i}\right)\right)+f\left(s, p^{*}(s)\right)\right| \\
=\left|\sum_{i=1}^{m} \psi_{i}(s)\left\{f\left(s, p^{*}(s)\right)-f\left(z_{i}, p_{j}^{*}\left(z_{i}\right)\right)\right\}\right| \\
\leqq m K_{\psi} \max _{i}\left\{\left|f\left(s, p^{*}(s)\right)-f\left(z_{i}, p^{*}(s)\right)\right|\right. \\
\left.\quad+\left|f\left(z_{i}, p^{*}(s)\right)-f\left(z_{i}, p_{j}^{*}(s)\right)\right|+\left|f\left(z_{i}, p_{j}^{*}(s)\right)-f\left(z_{i}, p_{j}^{*}\left(z_{i}\right)\right)\right|\right\}
\end{array} \quad .
\end{aligned}
$$

The added continuity assumptions can now be used to show that the right-hand side of this final inequality tends to zero uniformly in $s$ as $\nu \rightarrow \infty$. From integration, letting $\nu \rightarrow \infty$ and differentiation it follows that $p \in C^{n}[0,1], N p=0$ and $B^{l} p=0$. Again the details proceed much like those given in the proof of [6, Thm. 2.2]. Thus $\underline{p}_{h^{\nu}}$ tends to another solution $p$ of the continuous problem. This new solution $p$ must be distinct from the other $N$ solutions, for otherwise the stability result of Thm. 2.3 is violated for one of the $u^{[l]}$. Hence we have derived a contradiction.

Under rather restrictive assumptions on the form of the differential operator it is sometimes possible to derive a priori bounds of the form $\left\|p_{h}\right\|_{n} \leqq K$ for all solutions of $N_{h} \underline{p}_{h}=0$ and for all meshes $h$ with $|h|$ sufficiently small. It then follows from Theorem $3.1^{-}$that extraneous solutions must disappear as $|h| \rightarrow 0$. This is the case, for example, in the following class of problems:

Theorem 3.2. Assume that the conditions of Theorem 3.1 hold. Also assume that for all $h$ with $|h|$ sufficiently small (say $|h| \in(0, \delta], \delta>0)$ we have
(i) $N_{h}=L_{h}+G_{h}, L_{h}$ linear, invertible, $\left\|L_{h}^{-1}\right\| \leqq K_{s}$, and
(ii) For each $\varepsilon>0$ there exists a positive number $K(\varepsilon)$ such that

$$
\begin{equation*}
\left\|G_{h} \underline{p}_{h}\right\|_{\infty} \leqq K(\varepsilon)+\varepsilon\left\|\underline{p}_{h}\right\|_{n} \text { for all solutions } \underline{p}_{h} \text { of } N_{h} \underline{p}_{h}=0 . \tag{3.1}
\end{equation*}
$$

Here $K_{s}, K(\varepsilon)$ and $\varepsilon$ are independent of $h$. Then there is a $\delta_{1}>0$ such that the discrete problem $N_{h} \underline{p}_{h}=0$ has exactly $N$ solutions for all meshes $h$ with $|h| \in\left(0, \delta_{1}\right]$.

Proof. We need only establish that all solutions of $N_{h} \underline{p}_{h}=0$ are uniformly bounded. But this is trivial since

$$
\left\|\underline{p}_{h}\right\|_{n} \leqq\left\|L_{h}^{-1} G_{h} \underline{p}_{h}\right\|_{n} \leqq K_{s}\left\|G_{h} \underline{p}_{h}\right\|_{\infty} \leqq K_{s}\left[K(\varepsilon)+\varepsilon\left\|\underline{p}_{h}\right\|_{n}\right] .
$$

Thus if we choose $\varepsilon<1 / K_{s}$ then

$$
\left\|\underline{p}_{h}\right\|_{n}<\frac{K_{s} K(\varepsilon)}{1-K_{s} \varepsilon} .
$$

Corollary 3.3. In the problem (1.1), (1.1a) let $L u \equiv u^{(n)}$, and assume that the linear homogeneous problem $L u=0$, subject to (1.1a), admits the trivial solution only. Also assume that

$$
\left|f\left(x, y_{0}, y_{1}, \cdots, y_{n-1}\right)\right| \leqq C_{1}+C_{2}\left\{\max _{0 \leqq k \leqq n-1}\left|y_{k}\right|\right\}^{\alpha}, \quad x \in[0,1], \quad y_{k} \in \mathbb{R}
$$

with $0 \leqq \alpha<1$. Further, let the conditions of Theorem 3.1 be met. Then the discretization $N_{h} \underline{p}_{h}=0$ cannot have extraneous solutions on meshes $h$ with $|h|$ sufficiently small.

Proof. We need only verify that a bound of the form (3.1) holds. For this purpose we shall make use of the following elementary inequality. For each given $\hat{\varepsilon}>0$ there exists a constant $M(\hat{\varepsilon})$ such that

$$
r^{\alpha} \leqq M(\hat{\varepsilon})+\hat{\varepsilon} r \quad \text { for all } r \geqq 0 .
$$

Now let $\varepsilon>0$ be given. Then

$$
\begin{aligned}
\left\|G_{h} \underline{p}_{h}\right\|_{\infty} & =\max _{i, j}\left|f\left(z_{j, i}, p_{j}^{*}\left(z_{j, i}\right)\right)\right| \\
& \leqq C_{1}+C_{2} \max _{i, j}\left\{_{0 \leqq k \leqq n-1} \mid p_{j}^{(k)}\left(z_{j, i}\right)\right\}^{\alpha} \\
& \leqq C_{1}+C_{2}\left\|\underline{p}_{n}\right\|_{n-1}^{\alpha} \\
& \leqq C_{1}+C_{2}\left\|\underline{p}_{h}\right\|_{n}^{\alpha} \leqq K(\varepsilon)+\varepsilon\left\|\underline{p}_{h}\right\|_{n}, \quad \text { with } K(\varepsilon) \equiv C_{1}+C_{2} M\left(\frac{\varepsilon}{C_{2}}\right) .
\end{aligned}
$$

Note that Corollary 3.3 applies in particular if $\alpha=0$; i.e., extraneous solutions must disappear as $|h| \rightarrow 0$ when the lower order part of the operator is bounded.
4. Examples. One can easily construct examples of discretizations that have extraneous solutions on a given mesh. It is somewhat more difficult to find a problem where the discretization has extraneous solutions on each of an infinite sequence of meshes with mesh size tending to zero. For stable discretizations of the type treated in [2] and in this work, such examples cannot be found for operators with a sublinear lower order part. The following example is given in [7]. The boundary value problem

$$
\begin{align*}
& u^{\prime \prime}+u^{\prime}\left|u^{\prime}\right|=0, \quad x \in[0,1], \\
& u(0)=u(1)=1 \tag{4.1}
\end{align*}
$$

has $u(x) \equiv 1$ as its unique solution, while the discretization

$$
\begin{aligned}
& \left(u_{j+1}-2 u_{j}+u_{j-1}\right) / h^{2}+\left(u_{j}-u_{j-1}\right) / h\left|\left(u_{j}-u_{j-1}\right) / h\right|=0, \quad 1 \leqq j \leqq J-1 \\
& u_{0}=u_{J}=1
\end{aligned}
$$

has in addition to $u_{j}=1(0 \leqq j \leqq J)$ also the zig-zag solution $u_{j}=(-1)^{i}$ for all uniform
meshes with $J$ even. Of course this difference approximation is only first order accurate. But this is not essential, as the following example indicates.

Example 4.1. To approximately solve

$$
\begin{align*}
& u^{\prime \prime}+2 u\left[u^{\prime}\right]^{2}=0, \quad x \in[0,1],  \tag{4.2}\\
& u(0)=u(1)=1,
\end{align*}
$$

consider the second order finite difference scheme

$$
\begin{align*}
& \left(u_{j+1}-2 u_{j}+u_{j-1}\right) / h^{2}+2 u_{j}\left[\left(u_{j+1}-u_{j-1}\right) / 2 h\right]^{2}=0, \quad 1 \leqq j \leqq J-1,  \tag{4.3}\\
& u_{0}=u_{J}=1 .
\end{align*}
$$

The discretization (4.3) has in addition to the constant solution $u_{j}=1(0 \leqq j \leqq J)$ also the solution

$$
u_{j}=\left\{\begin{aligned}
1 & \text { if } j=0 \text { or } 3, \bmod 4, \\
-1 & \text { if } j=1 \text { or } 2, \bmod 4,
\end{aligned}\right.
$$

provided $J=3 \bmod 4$. This can be verified directly by substitution. However, the continuous problem (4.2) has $u(x) \equiv 1$ as its unique solution. For if $v(x)$ is another solution of (4.1) with $v(s) \neq 1$ for some $s \in[0,1]$, then there exists a $t \in(0,1)$ such that $v(t) \neq 1, v^{\prime}(t)=0$. Hence $v(x)$, as well as the constant function $u(x) \equiv v(t), x \in[0,1]$, solve the initial value problem

$$
\begin{aligned}
& u^{\prime \prime}+2 u\left[u^{\prime}\right]^{2}=0, \quad x \in[0,1], \\
& u(t)=v(t), \quad u^{\prime}(t)=0 .
\end{aligned}
$$

Therefore $v(x) \equiv v(t)$ for all $x \in[0,1]$, which contradicts the fact that $v(1)=1$. (A similar argument can be used for (4.1).) Thus the solution $u(x) \equiv 1$ is unique. It is also clearly isolated.

For nonlinear problems containing a parameter, it can be instructive to compare the bifurcation diagram of a discretization to that of the continuous problem as is done, e.g., in [3]. As a simple numerical example consider the following:

Example 4.2. Discretize the nonlinear boundary value problem

$$
\begin{aligned}
& u^{\prime \prime}+\lambda \sin \left(u+u^{2}+u^{3}\right)=0, \quad x \in[0,1] \\
& u(0)=u(1)=0
\end{aligned}
$$

by the 4 th order accurate, 3 point Numerov formula, with uniform mesh and mesh size $h=\frac{1}{8}$. Using the continuation and branch switching techniques of [10], one obtains the bifurcation diagram of Fig. 4.1. In the diagram the vertical axis represents a discrete $L_{2}$-norm of the approximate solution. Observe that $u(x) \equiv 0$ is a solution for all $\lambda$. Bifurcation points have been circled. The branches originating from the secondary bifurcation points are actually double branches that coincide in the diagram due to some symmetry. If the mesh size is decreased to $h=\frac{1}{70}$, then the diagram changes to that of Fig. 4.2. This of course can be expected to be more like the actual diagram of the continuous problem. Extraneous solutions, which are abundant in Fig. 4.1, must disappear when the mesh size goes to zero, provided $\lambda$ is such that the continuous problem has only isolated solutions. This follows from the boundedness of the lower order part of the continuous operator. However, we have observed that within the limits of the given bifurcation diagram, extraneous solutions do not disappear until the number of meshintervals $J$ is taken greater than 50 .


Fig. 4.1a. Bifurcation diagram of the discretization in Example $4.2(J=8)$.


Fig. 4.1b. Local enlargement of the bifurcation diagram in Fig. 4.1a.


Fig. 4.2. Bifurcation diagram of the discretization in Example $4.2(J=70)$.

Next we give an analytic example where the bifurcation diagram of a discretization has an extraneous bifurcation point and associated extraneous solutions, no matter how small the mesh size.

Example 4.3. The solutions of the one parameter nonlinear problem

$$
\begin{align*}
& v^{\prime \prime}+\left(1+\left[v\left(\frac{1}{2}\right)\right]^{2}\right) \mu v=0, \quad x \in[0,1],  \tag{4.4}\\
& v(0)=v(1)=0
\end{align*}
$$

are homeomorphically related to those of the linear problem

$$
\begin{align*}
& u^{\prime \prime}+\lambda u=0, \quad x \in[0,1], \\
& u(0)=u(1)=0 \tag{4.5}
\end{align*}
$$

through the transformation $\lambda=\mu\left(1+\left[v\left(\frac{1}{2}\right)\right]^{2}\right), u=v$. The same is true for their respective discretizations

$$
\begin{align*}
& \left(v_{j+1}-2 v_{j}+v_{j-1}\right) / h^{2}+\left(1+v_{(1 / 2) J}^{2}\right) \mu v_{j}=0, \quad 1 \leqq j \leqq J-1,  \tag{4.6}\\
& v_{0}=0, \quad 4 v_{J-1}-3 v_{J}=0, \quad J \text { even, }
\end{align*}
$$

and

$$
\begin{align*}
& \left(u_{j+1}-2 u_{j}+u_{j-1}\right) / h^{2}+\lambda u_{j}=0, \quad 1 \leqq j \leqq J-1,  \tag{4.7}\\
& u_{0}=0, \quad 4 u_{J-1}-3 u_{J}=0,
\end{align*}
$$

both of which are consistent and stable for isolated solutions. We claim that (4.7) has an eigenvalue $\lambda$ that is asymptotically (as $h \rightarrow 0$ ) given by $\lambda_{E} \cong-1 / 12 h^{2}$. Thus, unlike the eigenvalues $\lambda_{k}=(k \pi)^{2}$ of (4.5), which are all positive, the discrete problem (4.7) admits
a negative eigenvalue. To prove this, we note that an eigenvalue of (4.7) has the form

$$
u_{j}=c_{1} z_{1}^{j}+c_{2} z_{2}^{j},
$$

where $z_{1}(\lambda)$ and $z_{2}(\lambda)$ are the roots of the characteristic equation

$$
\begin{equation*}
z^{2}-2 z+1+\lambda h^{2} z=0 \tag{4.8}
\end{equation*}
$$

Now if $z_{1}$ is a root of (4.8) then so is $z_{1}^{-1}$. Moreover, the boundary condition $u_{0}=0$ implies that $c_{1}=-c_{2} \equiv c$. Thus

$$
u_{i}=c\left[z^{i}-z^{-j}\right] .
$$

The second boundary condition yields the equation

$$
\begin{equation*}
4\left[z^{J-1}-z^{-(J-1)}\right]-3\left[z^{J}-z^{-J}\right]=0 \tag{4.9}
\end{equation*}
$$

Notice that for large $J$ (4.9) has a root $z \equiv z(\lambda)$ with $|z|>1$. This root asymptotically satisfies $4 z^{J-1}-3 z^{J}=0$; i.e., $z=\frac{4}{3}$. The corresponding eigenvalue $\lambda_{E} \cong-1 / 12 h^{2}$ is obtained from (4.8), and the associated eigenvector is $u_{j}=c\left[\left(\frac{4}{3}\right)^{i}-\left(\frac{3}{4}\right)^{i}\right]$. Note that $u_{j} \neq 0$ if $c \neq 0$ and $j \neq 0$.

The corresponding solution branch of the nonlinear discrete problem (4.6) is therefore asymptotically (as $h \rightarrow 0$ ) given by

$$
\left(\mu(c), v_{j}(c)\right), \quad-\infty<c<\infty,
$$

where

$$
\mu(c)=\frac{\lambda_{E}}{1+c\left[\left(\frac{4}{3}\right)^{J / 2}-\left(\frac{3}{4}\right)^{J / 2}\right]^{2}}
$$

and

$$
v_{i}(c)=c\left[\left(\frac{4}{3}\right)^{i}-\left(\frac{3}{4}\right)^{i}\right] .
$$

(For related techniques see [8, 20].) The extraneous solution branch is shown in Fig. 4.3 for the case $J=16$. This solution branch exists for all meshes with even $J$ and is extraneous, since the continuous problem (4.4) has no nonzero solutions for negative $\mu$. In particular, for any $\mu<0$ one can choose $h$ sufficiently small so that $\lambda_{E}<\mu$. For such $\mu$ the discretization (4.6) evidently has three solutions, unlike the continuous problem (4.4).

Finally we give a numerical example, where the objective is to determine time periodic solutions to an autonomous system containing a parameter. It is generally necessary to reformulate the problem as a boundary value problem on a fixed interval, say $[0,2 \pi]$. This allows the numerical computation to proceed past turning points and makes the computation of asymptotically unstable solutions possible. A general code for the bifurcation analysis of autonomous systems has been developed by the second author and will be described more completely in a forthcoming paper.

Example 4.4. The dynamic behavior of a single first order chemical reaction in a continuously stirred tank reactor can be modeled by the ordinary differential equation

$$
\begin{align*}
& u_{1}^{\prime}=-u_{1}+B \operatorname{Da}\left(1-u_{2}\right) e^{u_{1}}-\beta u_{1},  \tag{4.10}\\
& u_{2}^{\prime}=-u_{2}+\operatorname{Da}\left(1-u_{2}\right) e^{u_{1}},
\end{align*}
$$

where $B, \beta$ and Da are dimensionless parameters.


Fig. 4.3. Graph of the extraneous branch in Example 4.3.

For previous computations with initial value techniques, see [19]. Using vector notation and scaling the period to the interval $[0,2 \pi]$, we can write (4.10) as

$$
\begin{align*}
& u^{\prime}(t)=\frac{\rho}{2 \pi} f(u(t), \lambda), \quad \lambda \equiv D a,  \tag{4.11}\\
& u(0)=u(2 \pi) . \tag{4.12}
\end{align*}
$$

Further, we use the specific values $\beta=3, B=14$. To remove the nonuniqueness, due to the fact that a periodic solution can be freely translated in time, we impose the orthogonality condition

$$
\begin{equation*}
\left(u(0)-u_{0}(0)\right)^{T} f\left(u_{0}(0), \lambda_{0}\right)=0 . \tag{4.13}
\end{equation*}
$$

Here $\left(u_{0}, \lambda_{0}, \rho_{0}\right)$ denotes a given solution, while $(u, \lambda, \rho)$ is the solution to be determined from (4.11), (4.12), (4.13) and

$$
\begin{equation*}
\left\|u-u_{0}\right\|^{2}+\left(\lambda-\lambda_{0}\right)^{2}+\left(\rho-\rho_{0}\right)^{2}=\Delta s^{2} . \tag{4.14}
\end{equation*}
$$

This procedure is repeated stepwise along a branch of periodic solutions. We discretize (4.11) by the method of collocation at Gauss points, using the piecewise polynomial space whose elements are globally continuous and quadratic polynomials in each mesh interval. With an adaptive mesh, 71 mesh points and two collocation points per mesh interval, the corresponding bifurcation diagram in [19] is recovered. (See Fig. 4.4.) The primary solution branch is a branch of steady states, while the secondary branch consists of periodic solutions. Along a significant portion of the periodic branch the solution changes very rapidly in a very small interval. Moreover, the location of this small interval does not remain fixed along the branch. The adaptive mesh is for this reason a necessity. For example, 71 uniformly spaced mesh points do not reproduce Fig. 4.4. A typical result is given in Fig. 4.5. Here an insufficient number of 10 uniformly distributed


Fig. 4.4. Bifurcation diagram for (4.10).


Fig. 4.5. Effect of an inaccurate discretization on the bifurcation diagram of (4.10).
mesh points is used. Note the abundance of extraneous solutions. The ability of the method to compute past turning points is especially well illustrated, although the resulting diagram may have little physical significance.

Remark. Although the side condition (4.13) is theoretically sound, i.e., local existence theorems can be based upon it, for practical numerical computation the integrated form

$$
\int_{0}^{2 \pi}\left(u(t)-u_{0}(t)^{T}\right) f\left(u_{0}(t), \lambda_{0}\right) d t=0
$$

is preferable. The modified condition minimizes motion of regions of rapid change in $u$ when progressing along a branch of periodic solutions. This property significantly aids the efficiency of automatic mesh selection. Details will be presented elsewhere.
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# A GENERALIZED EIGENVALUE APPROACH FOR SOLVING RICCATI EQUATIONS* 
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#### Abstract

A numerically stable algorithm is derived to compute orthonormal bases for any deflating subspace of a regular pencil $\lambda B-A$. The method is based on an update of the $Q Z$-algorithm, in order to obtain any desired ordering of eigenvalues in the quasitriangular forms constructed by this algorithm. As applications we discuss a new approach to solve Riccati equations arising in linear system theory. The computation of deflating subspaces with specified spectrum is shown to be of crucial importance here.


Key words. generalized eigenvalue problem, Riccati equation, optimal control, spectral factorization

1. Introduction. The computation of deflating subspaces with a specified spectrum has not received a great deal of attention until it was recently applied to the solution of the optimal control problem of a linear discrete time system [5], [15]. Before the development of reliable algorithms for the generalized eigenvalue problem [13], [16], these problems were often reduced to an equivalent standard eigenvalue problem and gave rise to the computation of invariant subspaces with a specified spectrum [8], [14], [17], [21]. The matrix involved in this standard eigenvalue problem does not consist of given data but has to be computed, which unfortunately requires inverses of possibly ill-conditioned matrices. In [5], [12], [15] the use of a generalized eigenvalue problem is recommended as a safer alternative, and attention is drawn to the absence of appropriate software for computing deflating subspaces of a regular pencil. In this paper we try to fill this gap, and we also exploit this new tool in a class of related problems arising in linear system theory. We thereby develop a new approach to tackle these problems in a numerically sound way.

In the rest of this section we briefly review some notions that we will need in later sections. The material covered here can be found, e.g., in [13], [18], [19], [20].

Notation will be as follows. We use uppercase for matrices and lowercase for vectors and scalars. $\mathbb{R}$ and $\mathbb{C}$ are the fields of real and complex numbers, respectively. We use $A^{*}\left(\operatorname{resp} . x^{*}\right)$ for the conjugate transpose of a complex matrix $A$ (resp. vector $x$ ) and $A^{\prime}\left(\right.$ resp. $\left.x^{\prime}\right)$ for the transpose of a real matrix $A$ (resp. vector $x$ ). $\|\cdot\|_{2}$ denotes the spectral norm of a matrix and the Euclidean norm of a vector. A complex (real) square matrix $A$ is called unitary (orthogonal) when $A^{*} A=I\left(A^{\prime} A=I\right)$. When no explicit distinction is made between the complex and real case, we use the term unitary and the notation $A^{*}$ for the real case as well.

Recently, more attention has been paid to the generalized eigenvalue problem (GEP):

$$
\begin{equation*}
A x=\lambda B x, \tag{1}
\end{equation*}
$$

where $B$ is not necessarily invertible but where the pencil $\lambda B-A$ is regular, i.e.,

$$
\begin{equation*}
\operatorname{det}(\lambda B-A) \neq 0 . \tag{2}
\end{equation*}
$$

[^18]When the coefficients of the matrices $A$ and $B$ belong to $\mathbb{C}$, there exist unitary transformations $Q$ and $Z$ reducing the $n \times n$ pencil $\lambda B-A$ to the upper triangular form

$$
Q^{*}(\lambda B-A) Z=\lambda \hat{B}-\hat{A}=\lambda\left[\begin{array}{ccc}
\hat{b}_{11} & \cdots & *  \tag{3}\\
& \ddots & \vdots \\
0 & & \hat{b}_{n n}
\end{array}\right]-\left[\begin{array}{ccc}
\hat{a}_{11} & \cdots & * \\
& \ddots & \vdots \\
0 & & \hat{a}_{n n}
\end{array}\right]
$$

The ratios $\lambda_{i}=\hat{a}_{i i} / \hat{b}_{i i}$ are called the generalized eigenvalues of the pencil $\lambda B-A$. The set $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ is called the spectrum of $\lambda B-A$ and is denoted by $\Lambda(B, A)$; it may contain repeated elements. Notice that $\lambda_{i}$ may be infinite (when $\hat{b}_{i i}=0$ ) but it is never undetermined (i.e., $\left.\lambda_{i}=0 / 0\right)$, since $\hat{a}_{i i}=\hat{b}_{i i}=0$ implies $\operatorname{det}(\lambda \hat{B}-\hat{A}) \equiv 0$ and hence $\operatorname{det}(\lambda B-A) \equiv 0$. As a consequence the matrix $\hat{a}_{i i} B-\hat{b}_{i i} A$ is singular. The vectors $x_{i}$ satisfying

$$
\begin{equation*}
\left(\hat{a}_{i i} B-\hat{b}_{i i} A\right) x_{i}=0 \tag{4}
\end{equation*}
$$

are called generalized eigenvectors of $\lambda B-A$ corresponding to $\lambda_{i}$. If the eigenvalue $\lambda_{i}=\hat{a}_{i i} / \hat{b}_{i i}$ has a larger multiplicity than the number of independent solutions $x_{i}$ of (4), then one can define generalized principal vectors $\tilde{x}_{i}$ of $\lambda B-A$ corresponding to $\lambda_{i}$. Since we do not need this concept in the sequel, we do not go into further details about it.

In the real case the decomposition (3) also exists but involves complex matrices $Q$, $Z, \hat{A}$ and $\hat{B}$ when $\Lambda(B, A)$ contains complex elements. Under orthogonal transformations $Q$ and $Z, \lambda B-A$ can be transformed to the quasi upper triangular form

$$
Q^{\prime}(\lambda B-A) Z=\lambda \hat{B}-\hat{A}=\lambda\left[\begin{array}{ccc}
\hat{B}_{11} & \cdots & *  \tag{5}\\
& \cdot & \vdots \\
0 & & \hat{B}_{k k}
\end{array}\right]-\left[\begin{array}{ccc}
\hat{A}_{11} & \cdots & * \\
& \ddots & \vdots \\
0 & & \hat{A}_{k k}
\end{array}\right]
$$

where the diagonal pencils $\lambda \hat{B}_{i i}-\hat{A}_{i i}$ have sizes $d_{i}=1$ or 2 and the $\hat{B}_{i i}$ are upper triangular. If $d_{i}=1$ then $\Lambda\left(\hat{B}_{i i}, \hat{A}_{i i}\right)$ is real (possibly infinite). If $d_{i}=2$ then $\Lambda\left(\hat{B}_{i i}, \hat{A}_{i i}\right)$ contains two (finite) complex conjugate numbers. The spectrum of $\lambda B-A$ is the union of the sets $\Lambda\left(\hat{B}_{i i}, \hat{A}_{i i}\right)$, as can be seen from an additional (unitary) reduction of (5) to (3). An algorithm has been derived recently to obtain decompositions of the type (3) and (5) in a numerically stable way [13]. When $B=I$, (1) boils down to the standard eigenvalue problem (SEP):

$$
\begin{equation*}
A x=\lambda x . \tag{6}
\end{equation*}
$$

It is readily verified that the decompositions (5) and (3) then reduce to the classical Schur decompositions of the real or complex matrix $A$, respectively. We therefore call (3) and (5) generalized Schur decompositions of the regular pencil $\lambda B-A$. In the sequel we drop the term "generalized" when no confusion is possible from the context. The notion of eigenvector in the GEP can be extended to the notion of deflating subspace $\mathscr{X}$ of a regular pencil $\lambda B-A$, satisfying

$$
\begin{equation*}
\operatorname{dim}(B \mathscr{X}+\boldsymbol{A} \mathscr{X})=\operatorname{dim} \mathscr{X}, \tag{7}
\end{equation*}
$$

where $\operatorname{dim} \mathscr{S}$ denotes the dimension of a subspace $\mathscr{S}$. Let $\mathscr{X}$ have dimension $l$, and suppose that the $l$ first columns of the unitary matrices $Q$ and $Z$, partitioned as

$$
\begin{equation*}
Z=[\underbrace{Z_{1} \mid}_{l} \underbrace{Z_{2}}_{n-l}], \quad Q=[\underbrace{Q_{1}}_{l} \mid \underbrace{Q_{2}}_{n-l}], \tag{8}
\end{equation*}
$$

span the spaces $\mathscr{X}$ and $A \mathscr{X}+B \mathscr{X}$, respectively. Then it follows from (7) that $Q_{2}^{*} A Z_{1}=$
$Q_{2}^{*} B Z_{1}=0$, or

$$
\left.Q^{*}(\lambda B-A) Z=\lambda\left[\begin{array}{c|c}
\hat{B}_{11} & \hat{B}_{12}  \tag{9}\\
\hline 0 & \hat{B}_{22} \\
\underbrace{}_{l} & \underbrace{}_{n-l}
\end{array}\right]-\left[\begin{array}{c|c}
\hat{A}_{11} & \hat{A}_{12} \\
\hline 0 & \hat{A}_{22} \\
\underbrace{}_{l} & \underbrace{}_{n-l}
\end{array}\right]\right\}_{n-i}^{l} .
$$

Conversely, if (8), (9) hold then the columns of $Z_{1}$ span a deflating subspace $\mathscr{X}$ according to (7). For $l=1, \mathscr{X}$ is an eigenvector of $\lambda B-A$ corresponding to the eigenvalue $\Lambda\left(\hat{B}_{11}, \hat{A}_{11}\right)$. For any $l, \Lambda\left(\hat{B}_{11}, \hat{A}_{11}\right)$ is a subset of $\Lambda(B, A)$ and is denoted as $\left.\Lambda(B, A)\right|_{\mathscr{C}}$ (the spectrum of $\lambda B-A$ restricted to $\mathscr{X}$ ). The deflating subspace $\mathscr{X}$ is uniquely determined by $\left.\Lambda(B, A)\right|_{\mathscr{O}}$ when this subset is disjoint from the rest of $\Lambda(B, A)(\mathscr{X}$ is then spanned by the eigenvectors and principal vectors corresponding to the spectrum $\left.\left.\Lambda(B, A)\right|_{\mathscr{O}}\right)$. All this also holds for the real case. For the case $B=I$, the definition (7) of a deflating subspace reduces to the definition of an invariant subspace $\mathscr{X}$ of $A$, since $\operatorname{dim}(\mathscr{X}+A \mathscr{X})=\operatorname{dim} \mathscr{X}$ is equivalent to $A \mathscr{X} \subset \mathscr{X}$. Notice also that in the SEP $Q$ is equal to $Z$ in (8), (9).

It follows now immediately from (9) that the $Z$-matrix in the Schur decomposition (3) yields orthonormal bases for deflating subspaces of dimension 1 to $n-1$, since the right-hand side of (3) has a block partitioning of the type (9) for $l=1, \cdots, n-1$. This also holds for the "real" Schur decomposition (5) for those $l$ that are conformable with the block partitioning in (5), namely

$$
\begin{equation*}
l=\sum_{j=1}^{i} d_{j} \text { for } i=1, \cdots, k-1 \tag{10}
\end{equation*}
$$

In this paper we consider the computation of a deflating subspace $\mathscr{X}$ with prescribed spectrum $\left.\Lambda(B, A)\right|_{\mathscr{Z}}=\left\{\mu_{1}, \cdots, \mu_{l}\right\}$. From the above it follows that the $l$ first columns of $Z$ in (3) form an orthonormal basis for such a space $\mathscr{X}$ if and only if the sets $\left\{\lambda_{i}=\hat{a}_{i i} / \hat{b}_{i i} \mid i=1, \cdots, l\right\}$ and $\left\{\mu_{i} \mid i=1, \cdots, l\right\}$ are equal except for the ordering of their elements. In the real case, this also holds for the matrix $Z$ in (5) when $l$ satisfies (10). The complex elements in $\left\{\mu_{i} \mid i=1, \cdots, l\right\}$ must therefore appear in conjugate pairs.

The problem thus reduces to obtaining decompositions of the type (3) and (5) but with prescribed ordering of the eigenvalues occurring on the diagonal. In the next section we show how to solve this problem by deriving a method to interchange the order of the eigenvalues in the decompositions (3) and (5), which were previously obtained by the $Q Z$-algorithm. The method is proved to be numerically stable. In § 3 we apply this new tool to derive new methods for solving Riccati equations arising in linear system theory. In these methods, deflating subspaces with specified spectrum (namely, all the eigenvalues inside the unit circle or all the eigenvalues in the left half-plane) have to be computed. In $\S 4$ we give some numerical examples.
2. Reordering. It is clear that the $1 \times 1$ and $2 \times 2$ diagonal blocks in the decompositions (3) and (5) can be reordered in an arbitrary way by using a method to interchange two consecutive blocks only. This idea was used, e.g., in the SEP to obtain standard Schur forms with an arbitrary ordering of the eigenvalues [8], [17], [21]. The method described hereafter can be viewed as a stable generalization of it to the GEP. (An unstable generalization was attempted in [15].) We thus want to find unitary transformations $Q$ and $Z$ such that

$$
\begin{align*}
& Q^{*} A Z=Q^{*}\left[\begin{array}{l|l}
A_{11} & A_{12} \\
\hline 0 & A_{22}
\end{array}\right] Z=\hat{A}=\left[\begin{array}{c|c}
\hat{A}_{11} & \hat{A}_{12} \\
\hline 0 & \hat{A}_{22}
\end{array}\right],  \tag{11a}\\
& Q^{*} B Z=Q^{*}\left[\begin{array}{l|l|l}
B_{11} & B_{12} \\
\hline 0 & B_{22}
\end{array}\right] Z=\hat{B}=\left[\begin{array}{c|c|c|c}
\hat{B}_{11} & \hat{B}_{12} \\
\hline 0 & \hat{B}_{22}
\end{array}\right] \tag{11b}
\end{align*}
$$

where $\Lambda\left(B_{11}, A_{11}\right)=\Lambda\left(\hat{B}_{22}, \hat{A}_{22}\right)$ and $\Lambda\left(B_{22}, A_{22}\right)=\Lambda\left(\hat{B}_{11}, \hat{A}_{11}\right)$, and where the dimensions $d_{1}$ and $d_{2}$ are either 1 or 2 .

Moreover, we want the transformations $Q$ and $Z$ to be numerically stable. In order to prove this, we use a standard error analysis [23] of (possibly complex) transformations of the type

$$
G^{*} y=G^{*}\left[\begin{array}{l}
y_{1}  \tag{12a}\\
y_{2}
\end{array}\right]=\left[\begin{array}{c}
\hat{y}_{1} \\
0
\end{array}\right],
$$

where $G$ is the (possibly complex) Givens transformation

$$
G=\left[\begin{array}{rr}
c & -\bar{s}  \tag{12b}\\
s & \bar{c}
\end{array}\right], \quad c \bar{c}+s \bar{s}=1,
$$

constructed to annihilate $y_{2}$. Let $\tilde{c}, \tilde{s}$ (defining $\tilde{G}$ ) and $\tilde{y}_{1}$ be the computed versions of $c, s$ and $\hat{y}_{1}$, respectively, and let $\varepsilon$ be the machine precision of the computer; then a backward error analysis yields (for a standard construction of such transformations)

$$
\tilde{G}^{*}\left(y+e_{y}\right)=\left[\begin{array}{c}
\tilde{y}_{1}  \tag{13}\\
0
\end{array}\right], \quad\left\|e_{y}\right\|_{2} \leqq 6 \cdot \varepsilon\|y\|_{2} .
$$

Here we assume that the 0 element is not computed but put equal to zero. When performing the transformation $G^{*} z=\hat{z}$ for an arbitrary vector $z$, we have, similarly,

$$
\tilde{G}^{*}\left(z+e_{z}\right)=\left[\begin{array}{c}
\tilde{z}_{1}  \tag{14}\\
\tilde{z}_{2}
\end{array}\right], \quad\left\|e_{z}\right\|_{2} \leqq 6 \cdot \varepsilon\|z\|_{2} .
$$

In the sequel $\mathscr{G}_{i j}$ denotes the class of matrices representing Givens transformations between columns or rows $i$ and $j$. We prove that, by using transformations in this class for the reduction (11), the backward error can be bounded with respect to

$$
\begin{equation*}
\Delta=\max \left\{\|A\|_{2},\|B\|_{2}\right\} . \tag{15}
\end{equation*}
$$

Case I. $d_{1}=d_{2}=1$. This may occur in both decompositions (3) and (5). We thus assume that the matrices can be complex. We have the following configuration:

$$
\begin{align*}
& Q^{*} \boldsymbol{A} Z=Q^{*}\left[\begin{array}{cc}
a_{11} & a_{12} \\
0 & a_{22}
\end{array}\right] Z=\left[\begin{array}{cc}
\hat{a}_{11} & \hat{a}_{12} \\
0 & \hat{a}_{22}
\end{array}\right]=\hat{\boldsymbol{A},}  \tag{16a}\\
& Q^{*} \boldsymbol{B} \boldsymbol{Z}=\boldsymbol{Q}^{*}\left[\begin{array}{cc}
b_{11} & b_{12} \\
0 & b_{22}
\end{array}\right] \boldsymbol{Z}=\left[\begin{array}{cc}
\hat{b}_{11} & \hat{b}_{12} \\
0 & \hat{b}_{22}
\end{array}\right]=\hat{B} . \tag{16b}
\end{align*}
$$

We can assume without loss of generality that $\left|b_{22}\right| \geqq\left|a_{22}\right|$ (if this is not the case the role of $A$ and $B$ should be interchanged). A construction of $Q$ and $Z$ such that the order of the eigenvalues is interchanged follows then immediately from (8), (9). Indeed, we have $\Lambda\left(b_{22}, a_{22}\right)=\Lambda\left(\hat{b}_{11}, \hat{a}_{11}\right)$ if the first column $z_{1}$ of $Z$ is an eigenvector of $\lambda B-A$ corresponding to $\Lambda\left(b_{22}, a_{22}\right)$ or

$$
\left(a_{22} B-b_{22} A\right) Z=\left[\left.\begin{array}{l}
0  \tag{17}\\
0
\end{array} \right\rvert\, *\right] .
$$

Notice that the last row of $H=\left(a_{22} B-b_{22} A\right)$ is zero:

$$
H=\left[\begin{array}{cc}
x_{1} & x  \tag{18}\\
0 & 0
\end{array}\right]
$$

In order to obtain (17), we thus can choose a $Z \in \mathscr{G}_{12}$ annihilating $x_{1}$ in (18). It follows from (17) that $B z_{1}$ and $A z_{1}$ are parallel, and (16) is then obtained by choosing a $Q \in \mathscr{G}_{12}$ annihilating $x_{2}$ in $B z_{1}$ :

$$
Q^{*} B Z=Q^{*}\left[\begin{array}{cc}
x & x  \tag{19}\\
x_{2} & x
\end{array}\right]=\left[\begin{array}{ll}
x & x \\
0 & x
\end{array}\right]
$$

The assumption $\left|b_{22}\right| /\left|a_{22}\right|=\left|\hat{b}_{11}\right| /\left|\hat{a}_{11}\right| \geqq 1$ implies that $\hat{b}_{11} \neq 0$, and $Q^{*} A z_{1}$ can then only be parallel to $Q^{*} B z_{1}$ if $Q^{*} A Z$ is indeed upper triangular.

We now prove the numerical stability of the method. As in (13), (14), computed elements are denoted by an upper tilde $(\stackrel{\cdot}{\circ}$. Using the analysis (13) (14) above, it is easy to prove that all the $\varepsilon_{i}, i=1, \cdots, 9$ below are of the order of the machine accuracy $\varepsilon$ of the computer.

An error analysis of (17), (18) yields

$$
\left(a_{22} B-b_{22} A+F\right) \tilde{Z}=\left[\begin{array}{ll}
0 & x  \tag{20}\\
0 & 0
\end{array}\right] \text { for }\|F\|_{2}=\varepsilon_{1}\left\|a_{22} B-b_{22} A\right\|_{2},
$$

and of (19) yields

$$
\tilde{Q}^{*}\left(\boldsymbol{B}+E_{b}\right) \tilde{Z}=\left[\begin{array}{cc}
\tilde{b}_{11} & \tilde{b}_{12}  \tag{21}\\
0 & \tilde{b}_{22}
\end{array}\right] \text { for }\left\|E_{b}\right\|_{2}=\varepsilon_{2} \Delta
$$

We prove that there also exists a backward error $E_{a}$ such that

$$
\tilde{Q}^{*}\left(A+E_{a}\right) \tilde{Z}=\left[\begin{array}{cc}
\tilde{a}_{11} & \tilde{a}_{12}  \tag{22}\\
0 & \tilde{a}_{22}
\end{array}\right] \text { for }\left\|E_{a}\right\|_{2}=\varepsilon_{3} \Delta
$$

An error analysis of $Q^{*} A Z$ using (14) yields

$$
\tilde{Q}^{*}\left(A+E_{c}\right) \tilde{Z}=\left[\begin{array}{ll}
\tilde{a}_{11} & \tilde{a}_{12}  \tag{23}\\
\tilde{a}_{21} & \tilde{a}_{22}
\end{array}\right] \text { for }\left\|E_{c}\right\|_{2}=\varepsilon_{4} \Delta .
$$

We only have to prove that $\tilde{a}_{21} \simeq \varepsilon \Delta$ in order to obtain (22) by putting $\tilde{a}_{21}$ equal to zero.
Let us therefore denote the $(2,1)$ elements of $\tilde{Q}^{*}\left(a_{22} B-b_{22} A\right) \tilde{Z}, \tilde{Q}^{*} B \tilde{Z}$ and $\tilde{Q}^{*} A \tilde{Z}$ by $\eta_{1}, \eta_{2}$ and $\eta_{3}$, respectively. They clearly satisfy the relation

$$
\begin{equation*}
a_{22} \cdot \eta_{2}-b_{22} \cdot \eta_{3}=\eta_{1} . \tag{24}
\end{equation*}
$$

From (20), (21) and (23) it follows that

$$
\begin{align*}
& \left|\eta_{1}\right| \leqq \varepsilon_{5}\left\{\left|a_{22}\right|\|B\|_{2}+\left|b_{22}\right|\|A\|_{2}\right\}  \tag{25a}\\
& \left|\eta_{2}\right| \leqq \varepsilon_{6} \Delta  \tag{25b}\\
& \left|\tilde{a}_{21}\right| \leqq\left|\eta_{3}\right|+\varepsilon_{7} \Delta \tag{25c}
\end{align*}
$$

Using (25) and the assumption $\left|b_{22}\right| \geqq\left|a_{22}\right|$ in (24) we obtain

$$
\begin{align*}
\left|\eta_{3}\right| & \leqq\left|\eta_{2}\right|\left|a_{22}\right| /\left|b_{22}\right|+\left|\eta_{1}\right| /\left|b_{22}\right|  \tag{26a}\\
& \leqq \varepsilon_{6} \Delta+\varepsilon_{5}\{\Delta+\Delta\}=\varepsilon_{8} \Delta, \\
\left|\tilde{a}_{21}\right| & \leqq\left(\varepsilon_{8}+\varepsilon_{7}\right) \Delta=\varepsilon_{9} \Delta . \tag{26b}
\end{align*}
$$

This shows the importance of the assumption $\left|b_{22}\right| \geqq\left|a_{22}\right|$ in order to guarantee the stability of the algorithm. In case $\left|b_{22}\right|<\left|a_{22}\right|, Q$ is constructed to reduce $A$ to triangular form instead of $B$, and a similar analysis is then possible.

Case II. $d_{1}=2, d_{2}=1$. We now have the following configuration (all matrices are real):

$$
\begin{align*}
& Q^{\prime} A Z=Q^{\prime}\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
0 & 0 & a_{33}
\end{array}\right] Z=\left[\begin{array}{ccc}
\hat{a}_{11} & \hat{a}_{12} & \hat{a}_{13} \\
0 & \hat{a}_{22} & \hat{a}_{23} \\
0 & \hat{a}_{32} & \hat{a}_{33}
\end{array}\right]=\hat{A},  \tag{27a}\\
& Q^{\prime} B Z=Q^{\prime}\left[\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
0 & b_{22} & b_{23} \\
0 & 0 & b_{33}
\end{array}\right] Z=\left[\begin{array}{ccc}
\hat{b}_{11} & \hat{b}_{12} & \hat{b}_{13} \\
0 & \hat{b}_{22} & \hat{b}_{23} \\
0 & 0 & \hat{b}_{33}
\end{array}\right]=\hat{B} . \tag{27b}
\end{align*}
$$

We assume that $\left|b_{33}\right| \geqq\left|a_{33}\right|$. If this is not the case, we can always interchange the role of $A$ and $B$ by transforming the first two columns of $A$ and the last two columns of $\hat{A}$ in order to annihilate $a_{21}$ and $\hat{a}_{32}$ and to create $b_{21}$ and $\hat{b}_{32}$.

It follows again from (8), (9) that $\Lambda\left(b_{33}, a_{33}\right)=\Lambda\left(\hat{b}_{11}, \hat{a}_{11}\right)$ if the first column $z_{1}$ of $Z$ is an eigenvector of $\lambda B-A$ corresponding to $\Lambda\left(b_{33}, a_{33}\right)$. Therefore we have (with $R$ any invertible row transformation):

$$
R^{\prime}\left(a_{33} B-b_{33} A\right) Z=\left[\left.\begin{array}{l}
0  \tag{28}\\
0 \\
0
\end{array} \right\rvert\, * *\right.
$$

Notice that the last row of $H=\left(a_{33} B-b_{33} A\right)$ is zero and that we can choose $R \in \mathscr{G}_{12}$ to annihilate the $(2,1)$ element of $H$. We then have

$$
R^{\prime} H=\left[\begin{array}{ccc}
x_{2} & x & x  \tag{29}\\
0 & x_{1} & x \\
0 & 0 & 0
\end{array}\right]
$$

In order to obtain (28) we thus can choose $Z=Z_{1} \cdot Z_{2}$, with $Z_{1} \in \mathscr{G}_{23}$ and $Z_{2} \in \mathscr{G}_{12}$ annihilating $x_{1}$ and $x_{2}$, respectively. $Q$ is then constructed to have $\hat{B}=Q^{\prime} B Z$ in upper triangular form. We therefore take $Q=Q_{1} \cdot Q_{2}$, where $Q_{1} \in \mathscr{G}_{23}$ is chosen to annihilate the ( 3,2 ) element created by $Z_{1}$ (i.e., $Q_{1}^{\prime} B Z_{1}$ is upper triangular) and where $Q_{2} \in \mathscr{G}_{12}$ is chosen to annihilate the $(2,1)$ element created by $Z_{2}$ (i.e., $Q_{2}^{\prime} Q_{1}^{\prime} B Z_{1} Z_{2}$ is upper triangular). $\hat{B}$ now satisfies (27b). Since $\left|b_{33}\right| /\left|a_{33}\right|=\left|\hat{b}_{11}\right| /\left|\hat{a}_{11}\right| \geqq 1$, we have $\hat{b}_{11} \neq 0$ and because of (28), $Q^{\prime} A z_{1}$ and $Q^{\prime} B z_{1}$ are parallel. This ensures that $\hat{A}=Q^{\prime} A Z$ also satisfies (27a).

We now prove the numerical stability of the method. Using (13), (14) it can be checked that all the $\varepsilon_{i}, i=1, \cdots, 4$ below are of the order of the machine accuracy $\varepsilon$. An error analysis of (28), (29) yields

$$
\tilde{R}^{\prime}\left(a_{33} B-b_{33} A+F\right) \tilde{Z}_{1} \tilde{Z}_{2}=\left[\begin{array}{ccc}
0 & x & x  \tag{30}\\
0 & 0 & x \\
0 & 0 & 0
\end{array}\right] \text { for }\|F\|_{2}=\varepsilon_{1}\left\|a_{33} B-b_{33} A\right\|_{2}
$$

and of the constructed product $Q_{2}^{\prime} Q_{1}^{\prime} B Z_{1} Z_{2}$ yields

$$
\tilde{Q}_{2}^{\prime} \tilde{Q}_{1}^{\prime}\left(B+E_{b}\right) \tilde{Z}_{1} \tilde{Z}_{2}=\left[\begin{array}{ccc}
\tilde{b}_{11} & \tilde{b}_{12} & \tilde{b}_{13}  \tag{31}\\
0 & \tilde{b}_{22} & \tilde{b}_{23} \\
0 & 0 & \tilde{b}_{33}
\end{array}\right] \text { for }\left\|E_{b}\right\|_{2}=\varepsilon_{2} \Delta \text {. }
$$

We prove that there also exists a backward error $E_{a}$ such that

$$
\tilde{Q}_{2}^{\prime} \tilde{Q}_{1}^{\prime}\left(A+E_{a}\right) \tilde{Z}_{1} \tilde{Z}_{2}=\left[\begin{array}{ccc}
\tilde{a}_{11} & \tilde{a}_{12} & \tilde{a}_{13}  \tag{32}\\
0 & \tilde{a}_{22} & \tilde{a}_{23} \\
0 & \tilde{a}_{32} & \tilde{a}_{33}
\end{array}\right] \text { for }\left\|E_{a}\right\|_{2}=\varepsilon_{3} \Delta \text {. }
$$

An error analysis of $Q_{2}^{\prime} Q_{1}^{\prime} A Z_{1} Z_{2}$ yields

$$
\tilde{Q}_{2}^{\prime} \tilde{Q}_{1}^{\prime}\left(A+E_{c}\right) \tilde{Z}_{1} \tilde{Z}_{2}=\left[\begin{array}{lll}
\tilde{a}_{11} & \tilde{a}_{12} & \tilde{a}_{13}  \tag{33}\\
\tilde{a}_{21} & \tilde{a}_{22} & \tilde{a}_{23} \\
\tilde{a}_{31} & \tilde{a}_{32} & \tilde{a}_{33}
\end{array}\right] \text { for }\left\|E_{c}\right\|=\varepsilon_{4} \Delta .
$$

We only have to prove that the elements $\tilde{a}_{i 1}, i=2,3$ are $\varepsilon$-small, in order to obtain (32) by putting $\tilde{a}_{i 1}=0, i=2,3$. This is easily proved using similar reasoning to (24)-(26). Here again the assumption $\left|b_{33}\right| \geqq\left|a_{33}\right|$ is crucial in the proof of backward stability. Therefore, in the case $\left|b_{33}\right|<\left|a_{33}\right|$, the roles of $B$ and $A$ have to be interchanged.

Case III. $d_{1}=1, d_{2}=2$. This case is dual to the previous case and can be reduced to it by pertransposition (transposition over the antidiagonal).

Case IV. $d_{1}=d_{2}=2$. A detailed configuration of (11) is then

$$
\begin{align*}
& Q^{\prime} A Z=Q^{\prime}\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
0 & 0 & a_{33} & a_{34} \\
0 & 0 & a_{43} & a_{44}
\end{array}\right] Z=\left[\begin{array}{cccc}
\hat{a}_{11} & \hat{a}_{12} & \hat{a}_{13} & \hat{a}_{14} \\
\hat{a}_{21} & \hat{a}_{22} & \hat{a}_{23} & \hat{a}_{24} \\
0 & 0 & \hat{a}_{33} & \hat{a}_{34} \\
0 & 0 & \hat{a}_{43} & \hat{a}_{44}
\end{array}\right]=\hat{A},  \tag{34a}\\
& Q^{\prime} B Z=Q^{\prime}\left[\begin{array}{cccc}
b_{11} & b_{12} & b_{13} & b_{14} \\
0 & b_{22} & b_{23} & b_{24} \\
0 & 0 & b_{33} & b_{34} \\
0 & 0 & 0 & b_{44}
\end{array}\right] Z=\left[\begin{array}{cccc}
\hat{b}_{11} & \hat{b}_{12} & \hat{b}_{13} & \hat{b}_{14} \\
0 & \hat{b}_{22} & \hat{b}_{23} & \hat{b}_{24} \\
0 & 0 & \hat{b}_{33} & \hat{b}_{34} \\
0 & 0 & 0 & \hat{b}_{44}
\end{array}\right]=\hat{B}, \tag{34b}
\end{align*}
$$

where all the elements are real and $B$ and $\hat{B}$ are invertible. In order to have $\Lambda\left(B_{22}, A_{22}\right)=\Lambda\left(\hat{B}_{11}, \hat{A}_{11}\right)$ the first two columns of $Z$ must span the deflating subspace of $\lambda B-A$ corresponding to $\Lambda\left(B_{22}, A_{22}\right)$ or, equivalently, the two (complex) eigenvectors corresponding to the eigenvalues $\lambda_{2}$ and $\overline{\lambda_{2}}$ of $\Lambda\left(B_{22}, A_{22}\right)$. Such a $Z$ also satisfies

$$
\left(\lambda_{2} I-B^{-1} A\right)\left(\overline{\lambda_{2}} I-B^{-1} A\right) Z=\left[\left.\begin{array}{cc|c}
0 & 0  \tag{35}\\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array} \right\rvert\, \quad *\right]
$$

and could be constructed through (35). Unfortunately, this approach is not recommended from a numerical point of view because of the occurrence of $B^{-1}$ and of the product $\left(\lambda_{2} I-B^{-1} A\right)\left(\overline{\lambda_{2}} I-B^{-1} A\right)$. An error analysis of (35) would yield a negligible relative error for this product but not for $A$ and $B$ individually.

A different approach is therefore recommended here, namely the double shift $Q Z$-step. Implicitly, this is a double shift $Q R$-step working on the matrix $A B^{-1}$, but the actual implementation avoids the construction of $A B^{-1}$ and works instead directly on $B$ and $A$ [13]. For our $4 \times 4$ pencil (34) the scheme can be implemented economically with Givens rotations:

- Construct $Q_{1} \in \mathscr{G}_{23}$ and $Q_{2} \in \mathscr{G}_{12}$ according to the "double shift technique", and construct $Z_{1} \in \mathscr{G}_{23}$ and $Z_{2} \in \mathscr{G}_{12}$ such that $Q_{2}^{\prime} Q_{1}^{\prime} B Z_{1} Z_{2}$ is upper triangular.
$Q_{2}^{\prime} Q_{1}^{\prime} A Z_{1} Z_{2}$ and $Q_{2}^{\prime} Q_{1}^{\prime} B Z_{1} Z_{2}$ then look like

$$
\left[\begin{array}{cccc}
x & x & x & x  \tag{36}\\
x & x & x & x \\
x_{4} & x & x & x \\
x_{3} & x_{5} & x & x
\end{array}\right]\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right] .
$$

- Construct $Q_{3} \in \mathscr{G}_{34}, Q_{4} \in \mathscr{G}_{23}$ and $Q_{5} \in \mathscr{G}_{34}$, annihilating $x_{3}, x_{4}$ and $x_{5}$, respectively in (36). Construct $Z_{3} \in \mathscr{G}_{34}, Z_{4} \in \mathscr{G}_{23}$ and $Z_{5} \in \mathscr{G}_{34}$ such that $Q^{\prime} B Z$, with $Q=$ $Q_{1} Q_{2} Q_{3} Q_{4} Q_{5}$ and $Z=Z_{1} Z_{2} Z_{3} Z_{4} Z_{5}$, is upper triangular. $Q^{\prime} A Z$ is now upper Hessenberg and $Q^{\prime} B Z$ upper triangular. This form is clearly maintained by a $Q Z$-step. In order to obtain (34) we want moreover that $\hat{a}_{32}=0$ and $\Lambda\left(\hat{B}_{22}, \hat{A}_{22}\right)=\Lambda\left(B_{11}, A_{11}\right)$. According to the properties of the double shift method [13], this will be the case when $\left\{\lambda_{1}, \overline{\lambda_{1}}\right\}=\Lambda\left(B_{11}, A_{11}\right)$ is chosen to determine the double shift (i.e., $Q_{1}$ and $\left.Q_{2}\right)$, and if in addition $a_{32} \neq 0$. Since in (34) the latter is not satisfied, we first perform a $Q Z$-step with random shift such that $a_{32} \neq 0$, and we then perform a second $Q Z$-step with double shift based on $\left\{\lambda_{1}, \overline{\lambda_{1}}\right\}$.

The numerical properties of the $Q Z$-step are discussed in [13]. The algorithm is backward stable, but under the presence of rounding errors the element $\hat{a}_{32}$ may not be negligible. Several $Q Z$-steps with double shift $\left\{\lambda_{1}, \overline{\lambda_{1}}\right\}$ are then performed, and $\hat{a}_{32}$ is shown to converge very fast to zero [13]. Only in pathological cases is more than one step required to obtain $\left|\hat{a}_{32}\right| \leqq \varepsilon \Delta$.

Operation count. The combination of a pair of left and right Givens transformations $Q_{i}, Z_{i}$, requires approximately $12 n$ operations ( 1 operation = 1 addition +1 multiplication). The number of operations for the different cases is then (for Case IV we assume only $2 Q Z$-steps are needed):

Case I: $12 n$.
Case II and III: $32 n$ (average).
Case IV: $120 n$.
Since Cases II and III correspond to two interchanges of eigenvalues and Case IV to four interchanges, we finally have an average of $20 n$ operations for interchanging two adjacent eigenvalues.

When a deflating subspace with a specified spectrum $\left\{\mu_{1}, \cdots, \mu_{l}\right\}$ has to be computed and a $Q Z$-decomposition is already available, then at most $l \cdot(n-l) \leqq n^{2} / 4$ such interchanges are required (namely when all $\mu_{i}, i=1, \cdots, l$ are in the bottom right corner). A reasonable estimate is thus $5 n^{3}$ operations for computing a specific deflating subspace from a $Q Z$-decomposition, while the latter requires approximately $25 n^{3}$ operations. In order to obtain all possible orderings of eigenvalues in the $Q Z$ decomposition, and thus all possible deflating subspaces (if no eigenvalues are repeated), $n!$ such interchanges are required [9]. That is to be expected since it is a combinatorial problem.
3. Riccati equations. In this section we apply the above ideas to the solution of certain Riccati equations arising in linear system theory. We first briefly restate the four problems we will focus on, and we refer to the literature for a more complete discussion. We will everywhere assume that the matrices involved are real, since this is usually the case in practice. Extensions to the complex case are trivial.

Problem I. Optimal control: continuous time case [11][12][24]. Given the stabilizable system

$$
\begin{equation*}
\dot{x}(t)=A_{n n} x(t)+B_{n m} u(t), \tag{37}
\end{equation*}
$$

find the control $u(t)=-K x(t)$ minimizing the functional

$$
\begin{equation*}
J=\int_{0}^{\infty}\left[x^{\prime}(t) Q_{n n} x(t)+u^{\prime}(t) R_{m m} u(t)\right] d t \tag{38}
\end{equation*}
$$

where $(A, Q)$ is detectable, $Q \geqq 0$ and $R \geqq 0$. When $R$ is invertible this problem reduces to the computation of the unique nonnegative definite solution $P$ of the algebraic Riccati equation

$$
\begin{equation*}
Q+A^{\prime} P+P A-P B R^{-1} B^{\prime} P=0 \tag{39}
\end{equation*}
$$

$K$ is then equal to $R^{-1} B^{\prime} P$. Equivalently [12], one can compute the invariant subspace $\mathscr{X}_{s}$ of the matrix

$$
H=\left[\begin{array}{cc}
A & -B R^{-1} B^{\prime}  \tag{40}\\
-Q & -A^{\prime}
\end{array}\right]
$$

where $\left.\Lambda(H)\right|_{\mathscr{R}_{s}}$ contains all the stable eigenvalues (i.e., $\left.\operatorname{Re}(\lambda)<0\right)$ of $H$. If $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]$ is a basis for this subspace, then $P=X_{2} X_{1}^{-1}$.

Problem II. Optimal control problem: discrete time case [5][7][15]. Given the stabilizable system

$$
\begin{equation*}
x_{i+1}=F_{n n} x_{i}+G_{n m} u_{i}, \tag{41}
\end{equation*}
$$

find the control $u_{i}=-K x_{i}$ minimizing the functional

$$
\begin{equation*}
J=\sum_{i=0}^{\infty}\left[x_{i}^{\prime} Q_{n n} x_{i}+u_{i}^{\prime} R_{m m} u_{i}\right] \tag{42}
\end{equation*}
$$

where $(F, Q)$ is detectable, $Q \geqq 0$ and $R \geqq 0$.
When $R$ is invertible [7], this problem can again be converted to the computation of the unique nonnegative definite solution $P$ of the (discrete time) algebraic Riccati equation

$$
\begin{equation*}
P=F^{\prime} P F-F^{\prime} P G\left(R+G^{\prime} P G\right)^{-1} G^{\prime} P F+Q . \tag{43}
\end{equation*}
$$

$K$ is then equal to $\left(R+G^{\prime} P G\right)^{-1} G^{\prime} P$. This is also equivalent to solving for the "stable" deflating subspace $\mathscr{X}_{s}$ of the pencil [5][15]

$$
\lambda\left[\begin{array}{cc}
I & G R^{-1} G^{\prime}  \tag{44}\\
0 & F^{\prime}
\end{array}\right]-\left[\begin{array}{cc}
F & 0 \\
-Q & I
\end{array}\right]
$$

where this time the stable eigenvalues are those inside the unit circle. If $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]$ is a basis for $\mathscr{X}_{s}$, then $P=X_{2} X_{1}^{-1}$.

Problem III. Spectral factorization: continuous time case [2]. Given an $m \times m$ "positive real" rational matrix' $Z(s)$, i.e.,

$$
\begin{equation*}
Z(s) \text { analytic and } Z(s)+Z^{*}(s) \geqq 0 \quad \text { in } \operatorname{Re}(s)>0, \tag{45}
\end{equation*}
$$

find a "spectral factorization"

$$
\begin{equation*}
Z(s)+Z^{\prime}(-s)=R(s) \cdot R^{\prime}(-s) \tag{46}
\end{equation*}
$$

where $R(s)$ has only stable poles and zeros (i.e., $\operatorname{Re}(s)<0)$.
When $Z(s)$ is given by a minimal realization $C\left(s I_{n}-A\right)^{-1} B+D$ and $\left(D+D^{\prime}\right)$ is invertible, then this problem reduces to the computation of the unique positive definite
solution of the algebraic Riccati equation [2]

$$
\begin{align*}
& B\left(D+D^{\prime}\right)^{-1} B^{\prime}+P\left[A-B\left(D+D^{\prime}\right)^{-1} C\right]^{\prime} \\
& \quad+\left[A-B\left(D+D^{\prime}\right)^{-1} C\right] P+P C^{\prime}\left(D+D^{\prime}\right)^{-1} C P=0 . \tag{47}
\end{align*}
$$

This is again equivalent to the computation of the stable invariant subspace $\mathscr{X}_{s}$ of the matrix

$$
H=\left[\begin{array}{cc}
A-B\left(D+D^{\prime}\right)^{-1} C & B\left(D+D^{\prime}\right)^{-1} B^{\prime}  \tag{48}\\
-C^{\prime}\left(D+D^{\prime}\right)^{-1} C & -\left[A-B\left(D+D^{\prime}\right)^{-1} C\right]^{\prime}
\end{array}\right] .
$$

Problem IV. Spectral factorization: discrete time case [1][4]. Given an $m \times m$ "positive real" discrete time matrix $Z(z)$, i.e.,

$$
\begin{equation*}
Z(z) \text { analytic and } Z(z)+Z^{*}(z) \geqq 0 \text { for }|z|>1, \tag{49}
\end{equation*}
$$

find a spectral factorization

$$
\begin{equation*}
Z(z)+Z^{\prime}\left(z^{-1}\right)=R(z) \cdot R^{\prime}\left(z^{-1}\right) \tag{50}
\end{equation*}
$$

where $R(z)$ has only stable poles and zeros (i.e., inside the unit circle). Again, when $Z(z)$ is given by a minimal realization $H\left(z I_{n}-F\right)^{-1} G+J$ and $\left(J+J^{\prime}\right)$ is invertible, the problem can be reduced to the computation of the unique positive definite solution $P$ of the (discrete time) Riccati equation [4]

$$
\begin{equation*}
P=F P F^{\prime}+\left(G-F P H^{\prime}\right)\left(J+J^{\prime}-H P H^{\prime}\right)^{-1}\left(G^{\prime}-H P F^{\prime}\right) \tag{51}
\end{equation*}
$$

In analogy to (43), (44), one can prove that this is equivalent to computing the stable deflating subspace $\mathscr{X}_{s}$ of

$$
\lambda\left[\begin{array}{cc}
I & -G\left(J+J^{\prime}\right)^{-1} G^{\prime}  \tag{52}\\
0 & F^{\prime}-H^{\prime}\left(J+J^{\prime}\right)^{-1} G^{\prime}
\end{array}\right]-\left[\begin{array}{cc}
F-G\left(J+J^{\prime}\right)^{-1} H & 0 \\
-H^{\prime}\left(J+J^{\prime}\right)^{-1} H & I
\end{array}\right] .
$$

This, however, was not found in the literature.
Note that in order to be able to write down the Riccati equations, we need certain matrices to be invertible. This also holds for the equivalent SEP's and GEP's, since they are derived from the Riccati equations. Yet, if the matrices to be inverted happen to be badly conditioned, each of these approaches may encounter serious numerical difficulties when computing these inverses. We now present a way to circumvent this by an embedding technique. If $D$ is invertible in the pencil

$$
\left[\begin{array}{ll}
\lambda E-A & B  \tag{53}\\
\underbrace{\lambda F-C}_{p} & \underbrace{D}_{\mathfrak{m}}
\end{array}\right\}_{p}
$$

then

$$
\left[\begin{array}{cc}
I & -B D^{-1}  \tag{54}\\
0 & I
\end{array}\right] \cdot\left[\begin{array}{cc}
\lambda E-A & B \\
\lambda F-C & D
\end{array}\right]=\left[\begin{array}{cc}
\lambda\left(E-B D^{-1} F\right)-\left(A-B D^{-1} C\right) & 0 \\
\lambda F-C & D
\end{array}\right]
$$

Let $U$ be an orthogonal transformation reducing $\left[\begin{array}{l}B \\ D\end{array}\right]$ to $\left[\begin{array}{l}0 \\ D\end{array}\right]$ with $\tilde{D} m \times m$ and invertible. Partition $U$ conformably with (53); then we have

$$
\left[\begin{array}{ll}
U_{11} & U_{12}  \tag{55}\\
U_{21} & U_{22}
\end{array}\right] \cdot\left[\begin{array}{ll}
\lambda E-A & B \\
\lambda F-C & D
\end{array}\right]=\left[\begin{array}{cc}
\lambda \tilde{E}-\tilde{A} & 0 \\
* & \tilde{D}
\end{array}\right]
$$

Since the rows of $\left[U_{11} \mid U_{12}\right]$ and $\left[I \mid-B D^{-1}\right]$ both are a basis for the left null space of $\left[\begin{array}{l}B \\ D\end{array}\right]$, they are related by an invertible row transformation which clearly must be $U_{11}$ :

$$
\begin{equation*}
U_{11}\left[I \mid-B D^{-1}\right]=\left[U_{11} \mid U_{12}\right] \tag{56}
\end{equation*}
$$

From (54) and (55) it then follows that

$$
\begin{equation*}
U_{11}\left[\lambda\left(E-B D^{-1} F\right)-\left(A-B D^{-1} C\right)\right]=\lambda \tilde{E}-\tilde{A} . \tag{57}
\end{equation*}
$$

Therefore the deflating subspaces of $\lambda \tilde{E}-\tilde{A}$ and of $\lambda\left(E-B D^{-1} F\right)-\left(A-B D^{-1} C\right)$ are the same. According to (7), deflating subspaces of a regular pencil are indeed not affected by an invertible row transformation on the pencil. This technique was also applied in [22] (with $E=I$ and $F=0$ ) for developing a stable way to compute the deflating subspaces of $\lambda I-\left(A-B D^{-1} C\right)$ or, in other words, the invariant subspaces of $A-B D^{-1} C$. This can now be applied to the above four problems. In each of them the pencil (53) takes the form (we always have $p=2 n$ )

Problem I:

$$
\lambda\left[\begin{array}{lll}
I & 0 & 0  \tag{58}\\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right]-\left[\begin{array}{ccc}
A & 0 & B \\
-Q & -A^{\prime} & 0 \\
0 & B^{\prime} & R
\end{array}\right] .
$$

Problem II:

$$
\lambda\left[\begin{array}{ccc}
I & 0 & 0  \tag{59}\\
0 & F^{\prime} & 0 \\
0 & G^{\prime} & 0
\end{array}\right]-\left[\begin{array}{ccc}
F & 0 & -G \\
-Q & I & 0 \\
0 & 0 & R
\end{array}\right] .
$$

Problem III:

$$
\lambda\left[\begin{array}{lll}
I & 0 & 0  \tag{60}\\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right]-\left[\begin{array}{ccc}
A & 0 & B \\
0 & -A^{\prime} & C^{\prime} \\
C & -B^{\prime} & D+D^{\prime}
\end{array}\right] .
$$

Problem IV:

$$
\lambda\left[\begin{array}{ccc}
I & 0 & 0  \tag{61}\\
0 & F^{\prime} & 0 \\
0 & G^{\prime} & 0
\end{array}\right]-\left[\begin{array}{ccc}
F & 0 & -G \\
0 & I & -H^{\prime} \\
H & 0 & -\left(J+J^{\prime}\right)
\end{array}\right] .
$$

For each of these pencils a $2 n \times 2 n$ pencil $\lambda \tilde{E}-\tilde{A}$ can thus be derived via (55), and its stable deflating subspace $\mathscr{X}_{s}$ is the one required in the above four problems. This procedure does not involve the inversion of a possibly ill-conditioned matrix. Only orthogonal transformations are used as well in the construction of $\lambda \tilde{E}-\tilde{A}$ as in the computation of the deflating subspace $\mathscr{X}_{s}$. This guarantees the numerical stability of the method. Unfortunately this is not completely satisfactory yet, since the performed errors do not necessarily respect the structure of the pencils (58)-(61). An (unsuccessful) attempt to restrict the orthogonal transformations to those respecting the structure of the matrices they act upon can be found in the literature for Problems I and III, but in the formulation (40) and (48), respectively [14].

An important remark here is that in the new formulation (58)-(61) no inverses occur any more, and that perhaps this new formulation also gives the correct answer when these inverses do not exist. This would follow from limiting arguments if both the exact solution of the problem and the computed solution from the GEP's (58)-(61) are
continuous. This is true for the eigenvalue problem if the spectrum $\left.\Lambda(\tilde{E}, \tilde{A})\right|_{\mathscr{X}_{s}}$ is separated from the rest of the spectrum $\lambda \tilde{E}-\tilde{A}[20]$, and this holds under some weak assumptions in each problem (stabilizability, detectability, positive realness). The continuity of the solution $R(s)$ of Problem III is discussed in [1, p. 243]. It also holds for the more general "minimal factorization problem" [3] for which the above embedding technique was originally derived [22]. It is therefore reasonable to assume that it also holds for the other three problems. This is still under current investigation.

During the elaboration of this research, the author's attention was drawn to the work of A. Emami-Naeini and G. Franklin [6]. Via an independent approach they arrive at the same form (59). No proof is provided, though, that the method also works for singular $R$. The authors of [6] are presently working on that problem.
4. Numerical examples. In this section we give two examples illustrating the reordering of eigenvalues in order to compute a certain deflating subspace with prescribed spectrum. We use a PDP 11-34 computer with double precision. The machine precision is then $\varepsilon \cong 1.510^{-17}$. Two routines are used for the reordering of the Schur form [25]. EXCHQZ exchanges two adjacent blocks in a real Schur form and ORDER uses this routine to reorder all the eigenvalues inside the unit circle to the top or bottom of the real Schur form, depending on the value of a parameter IFIRST. This last routine is easily adapted for any region which is symmetric with respect to the real axis. This condition is necessary because the pencils considered are real and complex conjugate eigenvalues need thus to stay together in the real Schur form.

Example I.
(62) $\boldsymbol{A}-\lambda \boldsymbol{B}=\left[\begin{array}{c:cccccc:c}0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ \hdashline 0 & .3 & .2 & 4 & 6 & 0 & 0 & 0 \\ 0 & -.2 & .3 & 0 & 0 & 0 & .5 & 0 \\ 0 & 0 & 0 & .5 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 4 & 2.5 & 0 \\ 0 & 0 & 0 & 0 & 0 & -10 & 4 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2\end{array}\right]-\lambda\left[\begin{array}{c:cccccc:c}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hdashline 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ \hdashline 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$

The first four eigenvalues $\{0, .3-j .2, .3+j .2, .5\}$ are outside the unit circle. The last four ones $\{\infty, 4-j 5,4+j 5,2\}$ are outside the unit circle. Calling ORDER with IFIRST $=1$ interchanges the order of these sets of eigenvalues. The first four columns of the transformation $Z$ required for this then span the unstable subspace $\mathscr{X}_{u}$ of $A-\lambda B$; see Table 1.

When again calling ORDER but now with IFIRST $=-1$, we retrieve the ordering of $A-\lambda B$ and the four first columns of the updated $Z$ look like Table 2.

This is $\varepsilon$-close to the real stable deflating subspace $\mathscr{X}_{s}$ of $A-\lambda B$, which is spanned by $\left[\begin{array}{l}I_{4}^{4} \\ 0_{4}\end{array}\right]$. This result is to be expected because of the numerical stability of our method and because the space $\mathscr{X}_{s}$ of $A-\lambda B$ is well-conditioned. When the gap between the spectra $\left.\Lambda(B, A)\right|_{\mathscr{S}_{s}}$ and $\left.\Lambda(B, A)\right|_{\mathscr{O}_{u}}$ is large, both spaces $\mathscr{X}_{s}$ and $\mathscr{X}_{u}$ are indeed well-conditioned (see [20]).

Example II. Consider Problem II with

$$
F=\left[\begin{array}{rr}
2 & -1  \tag{63}\\
1 & 0
\end{array}\right], \quad G=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad Q=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], \quad R=[0] .
$$

Table 1

| $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.4472135954999579 d$ | 00 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $0.0000000000000000 d$ | 00 | $0.1074176896329408 d$ | 00 | $0.4536669603618238 d$ | -01 | $0.0000000000000000 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $-0.6787906375520325 d$ | -01 | $-0.1235432403922217 d$ | 00 | $0.0000000000000000 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $0.1029955626780152 d$ | 00 | $-0.1992532259759830 d$ | 00 | $0.0000000000000000 d$ | 00 |
| $0.1000000000000000 d$ | 01 | $0.000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 |
| $0.000000000000000 d$ | 00 | $-0.1485334378807009 d$ | 00 | $-0.9610814937405690 d$ | 00 | $0.0000000000000000 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $-0.9752861049841944 d$ | 00 | $0.1389224422842769 d$ | 00 | $0.000000000000000 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.8944271909999159 d$ | 00 |

## Table 2

| $0.1000000000000000 d$ | 01 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.00000000000000000 d$ | 00 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $0.0000000000000000 d$ | 00 | $-0.9682688602071642 d$ | 00 | $-0.2499108127975237 d$ | 00 | $0.3620467925763759 d$ | -16 |
| $0.0000000000000000 d$ | 00 | $-0.2499108127975237 d$ | 00 | $0.9682688602071642 d$ | 00 | $-0.1119431427711831 d$ | -15 |
| $0.0000000000000000 d$ | 00 | $0.2168404344971009 d$ | -17 | $0.1154675313697062 d$ | -15 | $0.9999999999999999 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $-0.3134519117986896 d$ | -17 | $0.1040834085566084 d$ | -16 | $0.4491253335510017 d$ | -16 |
| $0.0000000000000000 d$ | 00 | $0.1040834085586084 d$ | -16 | $0.15439303893619358 d$ | -15 | $-0.5898059818321144 d$ | -16 |
| $0.0000000000000000 d$ | 00 | $-0.3469446951953614 d$ | -17 | $-0.6357761539454998 d$ | -15 | $0.0000000000000000 d$ | 00 |
| $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 | $0.0000000000000000 d$ | 00 |

The pencil (59) then looks like

$$
\lambda\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & 0  \tag{64}\\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right]-\left[\begin{array}{rrrrr}
2 & -1 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

An orthogonal row transformation can then be constructed in order to construct a deflated pencil $\lambda \tilde{E}-\tilde{A}$ following (55):

$$
\lambda\left[\begin{array}{rrrr}
0 & 1 & 0 & 0  \tag{65}\\
0 & 0 & -1 & 0 \\
0 & 0 & 2 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]-\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

The $Q Z$-algorithm permutes the two last columns of (65) to obtain the real Schur form

$$
\lambda\left[\begin{array}{rrrr}
0 & 1 & 0 & 0  \tag{66}\\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 2 \\
0 & 0 & 0 & 1
\end{array}\right]-\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

which displays the eigenvalues $\{\infty, \infty, 0,0\}$. In order to obtain the stable subspace $\mathscr{X}_{s}$ of $\lambda \tilde{E}-\tilde{A}$ we reorder these eigenvalues and obtain, as a basis for $\mathscr{X}_{s}$,

$$
\left[\begin{array}{l}
X_{1}  \tag{67}\\
X_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & -\sqrt{2} / 2 \\
-\sqrt{2} / 2 & 0 \\
0 & -\sqrt{2} / 2 \\
-\sqrt{2} / 2 & 0
\end{array}\right]+O(\varepsilon)
$$

We then find, up to machine accuracy, the answer $P=I$. One can check that this is the correct answer to Problem II by using another method [7]. This example illustrates that the embedding technique gives a correct result even when $R$ is singular. Moreover, the problem is perfectly well-conditioned as well for the construction of $\lambda \tilde{E}-\tilde{A}$, as for the computation of $\mathscr{X}_{s}$ and $P$.

We finally want to draw attention to the fact that the number of operations required for the construction of $\lambda \tilde{E}-\tilde{A}$ from the pencils (58)-(61) is comparable to the amount of work required to construct the pencils (40), (44), (48), (52). From then on, the new approach takes the same amount of computations for Problems II and IV and only slightly more (less than the double) for Problems I and III. The stability of the method and its better conditioning therefore make this new approach particularly attractive.
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# ON THE IMPLICIT DEFLATION OF NEARLY SINGULAR SYSTEMS OF LINEAR EQUATIONS* 

G. W. STEWART $\dagger$


#### Abstract

In solving the linear system $A x=b$ when $A$ is nearly singular, it is often appropriate to work in a coordinate system in which the singularity can be easily removed. When $A$ is large and sparse, an explicit transformation of the system cannot be made, since it will destroy the sparsity of the system. In this paper, an algorithm similar to the method of iterative refinement for linear systems is given and its numerical properties described.
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1. Introduction. In this paper we shall consider the problem of solving the system of linear equations

$$
\begin{equation*}
A x=b \tag{1.1}
\end{equation*}
$$

when the matrix $A$ is nearly singular. When $A$ is or order $n$ and $\operatorname{rank}(A)=n-1$, this problem admits a simple mathematical solution. Let $u$ and $v$ be left and right null vectors of $A$ (i.e., $A^{T} u=A v=0$ ) of Euclidean norm unity, and let $U$ and $V$ be orthogonal matrices whose last columns are the null vectors $u$ and $v$. Then it is easily verified that

$$
U^{T} A V=\left[\begin{array}{cc}
A_{11} & 0 \\
0 & 0
\end{array}\right]
$$

where $A_{11}$ is a nonsingular matrix or order $n-1$. Write

$$
V^{T} x=\left[\begin{array}{l}
x_{1}  \tag{1.2}\\
x_{2}
\end{array}\right]
$$

and

$$
U^{T} b=\left[\begin{array}{l}
b_{1}  \tag{1.3}\\
b_{2}
\end{array}\right]
$$

where $x_{1}$ and $b_{1}$ are of order $n-1$. For the system (1.1) to be consistent, the vector $b_{2}$ must be zero, in which case the vector

$$
\tilde{x}=V\left[\begin{array}{c}
A_{11}^{-1} b_{1} \\
0
\end{array}\right]
$$

is a solution of (1.1). In fact, it is the solution of smallest Euclidean norm.
In practice, the matrix $A$ will seldom be exactly singular and the vectors $u$ and $v$ will be only approximate null vectors. This means that $U^{T} A V$ will have the form

$$
U^{T} A V=\left[\begin{array}{ll}
A_{11} & a_{12}  \tag{1.4}\\
a_{21}^{T} & a_{22}
\end{array}\right]
$$

[^19]where $a_{12}, a_{21}$ and $a_{22}$ are small. In many applications (for example, in the numerical treatment of bifurcation problems [4] or of nearly decomposable Markov chains [6]), it is appropriate to ignore these small quantities and compute the approximate solution $\tilde{x}$ given above. We shall call the results of this procedure the deflated solution of the system (1.1).

As long as $\boldsymbol{A}$ is a dense matrix whose elements can be contained in the high speed storage of a computer, the process just outlined presents no particular difficulties. When $A$ is large and sparse, however, the process cannot be carried out, since the matrix $A_{11}$ of (1.4) will in general no longer be sparse. Using sparse matrix techniques (e.g., see [2]), it may be possible to compute a solution of (1.1). Thus we may raise the following question: given approximate left and right null vectors $u$ and $v$ of $A$, can we use the ability to solve (1.1) to obtain the deflated solution of (1.1)? The answer is yes-usually; the rest of this paper is devoted to describing an algorithm for computing the deflated solution.

In what follows we shall use the vector 2 -norm defined by $\|x\|^{2}=x^{T} x$ and the subordinate matrix norm defined by

$$
\|A\|=\sup _{\|x\|=1}\|A x\| .
$$

2. The algorithm. It will be convenient to phrase the algorithm in terms of projectors associated with the vectors $u$ and $v$. Let

$$
P_{u}=I-u u^{T}, \quad P_{v}=I-v v^{T} .
$$

The matrix $P_{u}\left(P_{v}\right)$ projects a vector $x$ onto the space orthogonal to the vector $u(v)$. It is easy to verify that the deflated solution $\tilde{x}$ of (1.1) is the unique vector satisfying

$$
\begin{equation*}
P_{u} A P_{v} \tilde{x}=P_{u} b \tag{2.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{v} \tilde{x}=\tilde{x} \tag{2.1b}
\end{equation*}
$$

We have indicated that when $\boldsymbol{A}$ is large and sparse it may be impossible to solve (1.1) directly. However, under appropriate conditions we can solve it approximately. This suggests that we use some form of the method of iterative refinement for linear systems [3], [5], [6], a suggestion that leads directly to the following algorithm:

1. $x=0$
2. loop
3. $r=P_{u}(b-A x)$
4. Solve $A d=r$
5. $x \leftarrow x+P_{v} d$

The conditions under which this algorithm works are stated in the following theorem.
Theorem 2.1. Let $U^{T} A V$ have the form (1.4). Suppose that $A_{11}$ is nonsingular and that

$$
\begin{equation*}
\delta=a_{22}-a_{21}^{T} A_{11}^{-1} a_{12} \neq 0 . \tag{2.3}
\end{equation*}
$$

Then $A$ is nonsingular, so that algorithm (2.2) is well defined. Let

$$
\begin{equation*}
F \equiv \frac{A_{11}^{-1} a_{12} a_{21}^{T}}{\delta} . \tag{2.4}
\end{equation*}
$$

If $\|F\|<1$, then the sequence generated by algorithm (2.2) converges to $\tilde{x}$.
Proof. If we make the substitutions $x \leftarrow V^{T} x, b \leftarrow V^{T} b$ and $A \leftarrow U^{T} A V$, then $x, b$ and $A$ assume the same form as the right-hand sides of (1.2), (1.3) and (1.4). Moreover, $P_{u}$ and $P_{v}$ become diag $\left(I_{n-1} 0\right)$, so that operating on a vector $x$ by either $P_{u}$ or $P_{v}$ amounts to setting the last component of $x$ to zero.

To prove the first assertion of the theorem, note that

$$
\left[\begin{array}{cc}
A_{11} & a_{12}  \tag{2.5}\\
a_{21}^{T} & a_{22}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
a_{21}^{T} A_{11}^{-1} & 1
\end{array}\right]\left[\begin{array}{cc}
A_{11} & a_{12} \\
0 & a_{22}-a_{21}^{T} A_{11}^{-1} a_{12}
\end{array}\right] .
$$

If $\delta \neq 0$, then (2.5) exhibits $A$ as the product of two nonsingular matrices.
To prove the second assertion of the theorem, note that any vector $x$ generated by (2.2) satisfies $P_{v} x=x$, or equivalently,

$$
x=\left[\begin{array}{c}
x_{1} \\
0
\end{array}\right] .
$$

For such an $x$ we have

$$
r=\left[\begin{array}{c}
b_{1}-A_{11} x_{1} \\
0
\end{array}\right] .
$$

From (2.5) it is easily seen that

$$
d=\left[\begin{array}{c}
(I+F) A_{11}^{-1}\left(b_{1}-A_{11} x_{1}\right) \\
-\delta^{-1} a_{21}^{T} A_{11}^{-1}\left(b_{1}-A_{11} x_{1}\right)
\end{array}\right] .
$$

Hence, if we denote by $x^{*}$ the vector produced at step 2.3 of (2.2), we have

$$
x_{1}^{*}=x_{1}+(I+F)\left(\tilde{x}_{1}-x_{1}\right), \quad x_{2}^{*}=0 .
$$

Hence

$$
\tilde{x}_{1}-x_{1}^{*}=F\left(\tilde{x}_{1}-x_{1}\right),
$$

or

$$
\left\|\tilde{x}_{1}-x_{1}^{*}\right\| \leqq\|F\|\left\|\tilde{x}_{1}-x_{1}\right\| .
$$

Since $\|F\|<1$, the sequence generated by (2.2) must converge to $\tilde{x}$.
It is important to have some idea of when the condition $\|F\|<1$ is satisfied. We shall now show that what is required is that $u$ and $v$ be good approximations to the singular vectors of $\boldsymbol{A}$ corresponding to the smallest singular value. Specifically, by appealing to the singular value decomposition [5, Chapt. 7], we may assume without loss of generality that $A$ has the form

$$
A=\left[\begin{array}{ll}
\Sigma & 0 \\
0 & \sigma
\end{array}\right],
$$

where

$$
\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n-1}\right)
$$

and $\sigma_{1} \geqq \sigma_{2} \geqq \cdots \geqq \sigma_{u-1} \geqq \sigma>0$. The optimal approximate null vectors of $A$ (in the
sense that $\left\|A_{v}\right\|$ and $\left\|A^{T} u\right\|$ are minimized) are the unit vectors $\mathbf{1}_{n}$ and $\mathbf{1}_{n}$. If we accept approximations

$$
u^{T}=\left(\begin{array}{ll}
e_{u}^{T} & 1
\end{array}\right), \quad v^{T}=\left(\begin{array}{ll}
e_{v}^{T} & 1
\end{array}\right),
$$

then $U$ and $V$ are approximated up to second order terms in $e_{u}$ and $e_{v}$ by

$$
U \cong\left[\begin{array}{cc}
I & e_{u} \\
-e_{u}^{T} & 1
\end{array}\right], \quad V \cong\left[\begin{array}{cc}
I & e_{v} \\
-e_{v}^{T} & 1
\end{array}\right] .
$$

It is then easily verified that

$$
U^{T} A V \cong\left[\begin{array}{cr}
\Sigma+\sigma e_{u} e_{v}^{T} & \Sigma e_{v}-\sigma e_{u} \\
e_{u}^{T} \Sigma-\sigma e_{v}^{T} & e_{u}^{T} \Sigma e_{v}^{T}-\sigma
\end{array}\right]
$$

Thus, if we set

$$
\begin{equation*}
\varepsilon=\max \left\{\left\|e_{u}\right\|,\left\|e_{v}\right\|\right\}<1 \tag{2.6}
\end{equation*}
$$

we have

$$
\begin{gather*}
\left\|A_{11}\right\| \leqq \sigma_{1}+\varepsilon^{2} \sigma \\
\left\|a_{12}\right\|,\left\|a_{21}\right\| \leqq\left(\sigma_{1}+\sigma\right) \varepsilon \leqq 2\left\|A_{11}\right\| \varepsilon \tag{2.7}
\end{gather*}
$$

After some manipulation, we get

$$
\|F\| \leqq \frac{4 \varepsilon^{2}\left\|A_{11}\right\| \kappa\left(A_{11}\right)}{\left|a_{22}\right|-4 \varepsilon^{2}\left\|A_{11}\right\| \kappa\left(A_{11}\right)}
$$

where $\kappa\left(A_{11}\right)=\left\|A_{11}\right\|\left\|A_{11}^{-1}\right\|$ is the condition number of $A_{11}$. Hence, if

$$
\begin{equation*}
\varepsilon \leqq \sqrt{\frac{1}{8} \kappa\left(A_{11}\right)^{-1} \frac{\left|a_{22}\right|}{\left\|A_{11}\right\|}}, \tag{2.8}
\end{equation*}
$$

then $\|F\|<1$.
The condition (2.8) does not put severe restrictions on the accuracy of $u$ and $v$. For example, if $\left|a_{22}\right| /\left\|A_{11}\right\|=10^{-5}$ and $\kappa\left(A_{11}\right)=10^{2}$, then (2.8) requires $\varepsilon<1.12 \cdot 10^{-4}$ for convergence. Actually, in this case it is more realistic to replace the factor $\frac{1}{8}$ by $\frac{1}{2}$ to give $\varepsilon<2.24 \cdot 10^{-4}$ (cf. (2.7)). In any case, we only require four-digit approximations to the minimal singular vectors to get convergence.
3. Practicalities. In this section we shall discuss some of the practical problems associated with the algorithm described in the last section. The first problem is, of course, to obtain approximate null vectors $u$ and $v$. For the sparse systems contemplated in this paper, the vectors can be obtained by a variant of the inverse power method [8]. In brief, one starts with a vector $u_{0}$ and iterates according to the formulas

1. $A \tilde{v}_{i+1}=u_{i}$,
2. $v_{i+1}=\tilde{v}_{i} /\left\|\tilde{v}_{i}\right\|$,
3. $\boldsymbol{A}^{T} \tilde{u}_{i+1}=v_{i+1}$,
4. $u_{i+1}=\tilde{u}_{i+1} /\left\|\tilde{u}_{i+1}\right\|$.

The iteration requires nothing more than that one be able to solve linear systems involving $A$ and $\boldsymbol{A}^{T}$. If $A$ is within rounding error of a singular matrix, then at most two iterations will usually suffice to produce the vectors $u$ and $v$. As $A$ moves away from
singularity, more iterations will be required. In any case, the final result will be a pair $u$ and $v$ which satisfy (2.6), where $\varepsilon$ is of the order of the rounding unit $\varepsilon_{M}$.

The computation of the projections required by the algorithm can be accomplished directly from the definitions of $P_{u}$ and $P_{v}$. Alternatively, one can use Householder transformations as described in [5, Chapt. 6]. The latter method has the advantage that no matter how small $P_{u} x$ is, it will be almost exactly orthogonal to $u$.

In the first step of the iteration, the vector $x$ is zero so that $r=P_{u} b$. If $a_{22}$ is large enough, the solution produced by this step will be as accurate as the condition of $\tilde{x}$ warrants. If $a_{22} \leqq \varepsilon_{M}$, however, more iterations may be required, and it is because of this possibility that we have phrased our algorithm in the iterative form of (2.2). Seldom should more than two or three iterations be required.

We shall not give a formal analysis of the effects of rounding error on (2.2), since such an analysis closely parallels the treatments in [4] and [6] for iterative refinement. In summary, there are two factors affecting the performance: the errors made in solving the system $A d=r$ and the errors made in calculating $b-A x$ and the various projections. As far as the first is concerned, it follows from standard rounding error analyses [1], [7] that the computed vector $d$ satisfies $(A+E) d=r$, where $E$ is a small matrix whose size depends on the details of the way in which the solution was obtained. The presence of this matrix $E$ may slow the convergence, but it will not affect the final accuracy of the results. In sparse matrix applications where some form of threshold pivoting has been used, $E$ can quite easily be large enough to slow convergence, another reason for the iterative form of (2.2).

The accuracy to which $b-A x$ and the projections are calculated limits the accuracy attainable in $x$. If these are calculated in single precision, then $\tilde{x}$ will be determined to a relative accuracy of order $\varepsilon_{M}\left\|A_{11}^{-1}\right\|$. To get more accurate answers, the vectors $b-A x$ and the projections must be computed to higher precision. However, we note that doing this will in general not make sense unless $u$ and $v$ have also been determined to high precision.
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# BALANCING THE GENERALIZED EIGENVALUE PROBLEM* 
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#### Abstract

An algorithm is presented for balancing the $A$ and $B$ matrices prior to computing the eigensystem of the generalized eigenvalue problem $A x=\lambda B x$. The three-step algorithm is specifically designed to precede the $Q Z$-type algorithms, but improved performance is expected from most eigensystem solvers. Permutations and two-sided diagonal transformations are applied to $A$ and $B$ to produce matrices with certain desirable properties. Test cases are presented to illustrate the improved accuracy of the computed eigenvalues.
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1. Introduction. Generalized eigenvalue problems consist of determining scalars $\lambda$ and corresponding $n \times 1$ nonzero vectors $x$ such that the equation

$$
\begin{equation*}
A x=\lambda B x \tag{1}
\end{equation*}
$$

is satisfied, where $A$ and $B$ are given $n \times n$ matrices. These problems arise in such diverse areas as natural frequency and buckling analysis of structures, the application of molecular orbital theory in quantum chemistry, the investigation of regulation and servomechanism design by time-invariant control systems, and economic analysis of energy decisions.

The only efficient, stable, general purpose algorithms for solving generalized eigenvalue problems are the QZ-type algorithms introduced by Moler and Stewart [5] and extended by Ward [11]. These algorithms reduce $A$ and $B$ simultaneously to upper triangular matrices $T_{A}$ and $T_{B}$ such that

$$
T_{A}=Q A Z \quad \text { and } \quad T_{B}=Q B Z
$$

where $Q$ and $Z$ are products of elementary unitary transformations. The problem $T_{A} w=\lambda T_{B} w$ is equivalent to $A x=\lambda B x$ in that they have the same eigenvalues and their eigenvectors are related by the equation $x=Z w$. If we denote the $i$ th diagonal of $T_{A}$ by $\alpha_{i}$ and the $i$ th diagonal of $T_{B}$ by $\beta_{i}$, the eigenvalues are given by $\alpha_{i} / \beta_{i}$ if there are no zero values of $\beta_{i}$. A zero value of $\beta_{i}$ with a nonzero value of $\alpha_{i}$ merely implies that the corresponding eigenvalue is infinite. A zero value for both $\beta_{i}$ and $\alpha_{i}$ implies that $\operatorname{det}(A-\lambda B) \equiv 0$; thus, for any value of $\lambda$ there exists a nonzero vector $x$ such that $A x=\lambda B x$. We will formally express the eigenvalues as $\alpha_{i} / \beta_{i}$, always implying the above consequences when $\beta_{i}$ is zero.

The $Q Z$-type algorithms applied to generalized eigenvalue problems having a wide range in the magnitude of the elements in the $A$ or $B$ matrix frequently produce $\alpha$ 's and $\beta$ 's which also have widely varying magnitudes. When the smaller $\alpha$ 's and $\beta$ 's are primarily determined by the smaller elements in $A$ and $B$, respectively, such as in graded matrices, those $\alpha$ 's and $\beta$ 's normally have large relative errors independent of their sensitivities, as a result of interaction between the smaller and larger matrix elements. Similar inaccuracies in the solution of the standard eigenvalue problem $A x=\lambda x$ have been greatly reduced by the development of an algorithm by Parlett and

[^20]Reinsch [7] for balancing the $A$ matrix. Their algorithm determines a diagonal similarity transformation which reduces the magnitude range of its elements while it reduces the norm of $\boldsymbol{A}$.

In this paper we present an algorithm for balancing the matrices in the generalized eigenvalue problem by permutations and two-sided diagonal transformations. The algorithm is specifically designed to precede the QZ-type algorithms, but improved accuracy is expected from most eigensystem solvers. The scaling strategy is discussed in $\S 2$, and the details of the three-step algorithm are given in § 3 . The test results are presented in § 4.
2. Determination of scaling strategy. Instead of solving the desired problem represented by (1), we are usually required to solve a "nearby" problem given by

$$
\begin{equation*}
(A+G) x=\lambda(B+H) x \tag{2}
\end{equation*}
$$

where $G$ and $H$ represent data error matrices for $A$ and $B$, respectively. A QZ-type algorithm given this nearby problem computes the exact eigenvalues of

$$
\begin{equation*}
\left(A+G+S \varepsilon_{0}\right) \bar{x}=\bar{\lambda}\left(B+H+T \varepsilon_{0}\right) \bar{x} \tag{3}
\end{equation*}
$$

where $\|S\| \leqq f(n)\|A+G\|,\|T\| \leqq g(n)\|B+H\|, \varepsilon_{0}$ is the basic computer roundoff error and the functions $f$ and $g$ are polynomials of modest degree (see Ward [10]). Using a perturbation analysis similar to Wilkinson [12, pp. 64-69], we find that for a simple eigenvalue $\lambda_{k}$ of (1) there exists an eigenvalue $\bar{\lambda}_{k}$ of (3) such that

$$
\begin{equation*}
\bar{\lambda}_{k}-\lambda_{k}=\frac{y_{k}^{T}\left(G-\lambda_{k} H\right) x_{k}}{y_{k}^{T} B x_{k}}+\frac{y_{k}^{T}\left(S-\lambda_{k} T\right) x_{k}}{y_{k}^{T} B x_{k}} \varepsilon_{0}+O\left(\varepsilon_{0}^{2}\right) \tag{4}
\end{equation*}
$$

where $x_{k}$ and $y_{k}$ are respectively the right and left unit-length eigenvectors associated with $\lambda_{k}$. Note that the first term in this error expression is a result of the data error matrices $G$ and $H$ and only the second term is a result of the computation errors made by the algorithm. Also note that there are two factors which affect the accuracy of $\bar{\lambda}_{k}$ : the sizes of the perturbation matrices as reflected in the numerators above and the magnification of this effect by the eigenvalue sensitivity factor $\left(y_{k}^{T} B x_{k}\right)^{-1}$.

If we scale the rows and columns of (2), the resulting generalized eigenvalue problem becomes

$$
\left[D_{1}(A+G) D_{2}\right]\left(D_{2}^{-1} x\right)=\lambda\left[D_{1}(B+H) D_{2}\right]\left(D_{2}^{-1} x\right)
$$

where $D_{1}$ and $D_{2}$ are positive diagonal matrices. A $Q Z$-type algorithm applied to the scaled problem computes exact eigenvalues of

$$
\begin{equation*}
\left[D_{1}(A+G) D_{2}+U \varepsilon_{0}\right]\left(D_{2}^{-1} \hat{x}\right)=\hat{\lambda}\left[D_{1}(B+H) D_{2}+V \varepsilon_{0}\right]\left(D_{2}^{-1} \hat{x}\right) \tag{5}
\end{equation*}
$$

where $\|U\| \leqq \hat{f}(n)\left\|D_{1}(A+G) D_{2}\right\|$ and $\|V\| \leqq \hat{g}(n)\left\|D_{1}(B+H) D_{2}\right\|$. For the simple eigenvalue $\lambda_{k}$ of (1), there exists a computed eigenvalue $\hat{\lambda}_{k}$ of the scaled problem such that

$$
\begin{equation*}
\hat{\lambda}_{k}-\lambda_{k}=\frac{y_{k}^{T}\left(G-\lambda_{k} H\right) x_{k}}{y_{k}^{T} B x_{k}}+\frac{y_{k}^{T} D_{1}^{-1}\left(U-\lambda_{k} V\right) D_{2}^{-1} x_{k}}{y_{k}^{T} B x_{k}} \varepsilon_{0}+O\left(\varepsilon_{0}^{2}\right) \tag{6}
\end{equation*}
$$

Comparing (4) and (6), we notice that scaling has no effect upon the error induced in the eigenvalue by the data error matrices $G$ and $H$. Hence, in the remainder of this paper we will refer to the given problem (2) using the standard terminology $A x=\lambda B x$.

The scaling strategy should be chosen strictly upon the effect of the computation errors made by the algorithm; that is, $D_{1}$ and $D_{2}$ should be chosen such that $y_{k}^{T} D_{1}^{-1}\left(U-\lambda_{k} V\right) D_{2}^{-1} x_{k}$ is minimized. Unfortunately, $U, V, \lambda_{k}, x_{k}$ and $y_{k}$ are unknown
at the time that the scaling must be performed. The problem is further complicated by the fact that $U$ and $V$ are dependent upon $D_{1}$ and $D_{2}$. A scaling strategy based upon this minimization appears intractable.

If we assume that all the elements of $U$ are of the same order of magnitude, which would be slightly larger than the maximum element in $D_{1} A D_{2}$, and similarly for $V$, (5) immediately suggests a potential scaling strategy. This strategy would be to scale all the elements in $A$ and $B$ to the same order of magnitude. Thus, the perturbations in the elements of the scaled matrices caused by the computational errors would be of the same relative magnitudes, preventing possible loss of extreme accuracy in the smaller matrix elements. It should be noted that the above assumption on $U$ and $V$ would be the usual situation, although exceptions can be easily contrived.

Let us consider the effect of this strategy upon the error in the computed eigenvalue as given by (6). If we denote the diagonal elements of $D_{1}$ by $r_{i}$ and the diagonal elements of $D_{2}$ by $c_{i}$, the expression $\left|y_{k}^{T} D_{1}^{-1}\left(U-\lambda_{k} V\right) D_{2}^{-1} x_{k}\right|$ with our assumption on $U$ and $V$ now becomes bounded by

$$
\theta\left[\left(\max _{i, j}\left|r_{i} A_{i j} c_{j}\right|\right)+\left|\lambda_{k}\right|\left(\max _{i, j}\left|r_{i} B_{i j} c_{j}\right|\right)\right]\left[\sum_{i=1}^{n} \frac{\left|\left(y_{k}\right)_{i}\right|}{r_{i}}\right]\left[\sum_{j=1}^{n} \frac{\left|\left(x_{k}\right)_{j}\right|}{c_{j}}\right],
$$

where $\theta$ is a "small" positive scalar greater than 1 . If a small eigenvalue $\lambda_{k}$ is primarily determined by the smaller elements in $A$ and $B$, the $i$ components of $y_{k}$ and the $j$ components of $x_{k}$ corresponding to the small $A_{i j}$ 's and $B_{i j}$ 's will be much larger than the other components of $y_{k}$ and $x_{k}$, and the $r_{i}$ 's and $c_{j}$ 's corresponding to these small elements will be larger than the other diagonals of $D_{1}$ and $D_{2}$. Thus, the above expression is smaller than in the unscaled ( $r_{i}=c_{j}=1$ ) problem. All the components of the left and right eigenvectors corresponding to the large eigenvalues will likely be of the same order of magnitude, and the above expression will not drastically change from the unscaled problem.

Our scaling strategy is then to scale $A$ and $B$ so that the magnitude of each of their elements is as close to unity as possible. (Unity was chosen since scaling by a scalar has no effect upon generalized eigenvalue problems and it simplifies the resulting minimization problem as discussed in § 3.2.) This strategy results in equalizing the roundoff errors occurring during the eigensystem computation, which is similar to the strategy espoused by Dongarra et al. [3] for scaling the coefficient matrix before solving a system of linear equations.
3. Algorithmic details. The balancing algorithm consists of three distinct steps designed to increase either the efficiency or the accuracy of the eigensystem solver which follows. Each step will be discussed and analyzed separately. The Fortran code consists of a driver routine which calls separate routines for performing each of the three steps. A similar arrangement exists for back-transforming the computed eigenvectors to those of the original system.
3.1. Step 1. Reduce the order. The first step consists of determining permutation matrices $P_{1}$ and $P_{2}$ such that the permuted matrices have the block structure indicated below:

$$
P_{1} A P_{2}=\left[\begin{array}{ccc}
A_{11} & A_{12} & A_{13}  \tag{7}\\
0 & A_{22} & A_{23} \\
0 & 0 & A_{33}
\end{array}\right], \quad P_{1} B P_{2}=\left[\begin{array}{ccc}
B_{11} & B_{12} & B_{13} \\
0 & B_{22} & B_{23} \\
0 & 0 & B_{33}
\end{array}\right],
$$

where $A_{11}, A_{33}, B_{11}$, and $B_{33}$ are upper triangular matrices. This step is analogous to the first step in Parlett and Reinsch's algorithm. If we denote the diagonals of $A_{11}, A_{33}$,
$B_{11}$ and $B_{33}$ by $\alpha_{i}^{(1)}, \alpha_{i}^{(3)}, \beta_{i}^{(1)}$ and $\beta_{i}^{(3)}$ respectively, the eigenvalues of $A x=\lambda B x$ are now given by $\alpha_{i}^{(1)} / \beta_{i}^{(1)}, \alpha_{i}^{(3)} / \beta_{i}^{(3)}$ and the eigenvalues of $A_{22} y=\lambda B_{22} y$. Thus, this first step attempts to reduce the order of the generalized eigenvalue problem to be solved. If no such permutation matrices exist, then $A_{22}=A, B_{22}=B$, and other submatrices do not exist. If permutations exist which transform both $A$ and $B$ into upper triangular form, then $A_{22}$ and $B_{22}$ do not exist and all the eigenvalues have been found.

The algorithm for determining the permutation matrices $P_{1}$ and $P_{2}$ can be best described by use of the $n \times n$ matrix $W$ defined by $W_{i j}=\left|A_{i j}\right|+\left|B_{i j}\right|$, although the matrix $W$ is never computed. The rows of $W$ are first scanned for a row containing only one nonzero element. This element is permuted to the ( $n, n$ )-position, which determines the $n$th row of $P_{1}$ and the $n$th column of $P_{2}$. The scan is then repeated on the leading principal submatrix of order $n-1$, determining the ( $n-1$ )st row and column of $P_{1}$ and $P_{2}$ respectively. This process continues until either we have more than one nonzero element in each row of the reduced $W$ or $W$ is in upper triangular form. In the latter case we have completely determined $P_{1}$ and $P_{2}$. In the former case we perform similar scanning operations on the columns of the remaining principal submatrix of $W$. The single nonzero elements are permuted to the ( 1,1 )-position, and the matrix is deflated from the top.

The operation count for step one is best stated in terms of maximum and minimum values. The minimum number of operations results when a reduction in the order of matrices is not possible by permutations. In this case $4 n^{2}$ comparisons are required. The maximum number of operations occurs when both $A$ and $B$ can be permuted into upper triangular form. This reduction may require up to $\frac{2}{3} n^{3}+O\left(n^{2}\right)$ comparisons and $9 n^{2}+O(n)$ replacements. Since eigensystem solvers require $\gamma m^{3}$ operations, where $m$ is the order of the matrices and $\gamma$ is $O(10)$, the cost for this step is either minor or more than repaid by the savings in the computation of the eigensystem of $A_{22} y=\lambda B_{22} y$.
3.2. Step 2. Scale $\boldsymbol{A}$ and $\boldsymbol{B}$. The second step involves scaling the $\boldsymbol{A}_{22}$ and $\boldsymbol{B}_{22}$ matrices by two-sided diagonal transformations, and is normally the major step in the balancing algorithm. We will drop the subscripts from $A$ and $B$, denote their order by $m$, and discuss the computation of $m \times m$ diagonal matrices $D_{1}$ and $D_{2}$ such that the elements of $D_{1} A D_{2}$ and $D_{1} B D_{2}$ have magnitudes as close to unity as possible.

If we let $D_{1}$ and $D_{2}$ be expressed as integral powers of the computer radix $\rho$, denoted by $r_{i}$ and $c_{j}$ respectively, and look at logarithms to the base $\rho$, the scaling strategy results in the following minimization problem:

$$
\begin{equation*}
\min _{r_{i}, c_{j}} \sum_{i, j=1}^{m}\left[\left(r_{i}+c_{j}+\log _{\rho}\left|A_{i j}\right|\right)^{2}+\left(r_{i}+c_{j}+\log _{\rho}\left|B_{i j}\right|\right)^{2}\right] \tag{8}
\end{equation*}
$$

The problem is similar to that studied by Curtis and Reid [2], but our technique for its solution differs.

By eliminating the requirement that the $r_{i}^{\prime}$ s and $c_{j}$ 's be integers and differentiating, we find that the solution to the minimization problem is the solution to the following consistent, singular, system of linear equations:

$$
\left[\begin{array}{cc}
F_{1} & E  \tag{9}\\
E^{T} & F_{2}
\end{array}\right] \cdot\left[\begin{array}{l}
r \\
c
\end{array}\right]=\left[\begin{array}{l}
-g \\
-h
\end{array}\right]
$$

where $F_{1}$ and $F_{2}$ are $m \times m$ diagonal matrices whose elements are the number of nonzeros in the rows and columns (respectively) of $A$ and $B, g$ and $h$ are the vectors of row and column sums of logarithms of nonzero elements in $A$ and $B$ and $E$ is the sum of the incidence matrices of $A$ and $B$. In the case where $A$ and $B$ contain only nonzero
elements, the system simplifies to

$$
2\left[\begin{array}{cc}
m I & e e^{T}  \tag{10}\\
e e^{T} & m I
\end{array}\right] \cdot\left[\begin{array}{l}
r \\
c
\end{array}\right]=\left[\begin{array}{l}
-g \\
-h
\end{array}\right]
$$

where $e$ is the $m$-vector containing a one in each component. Much information can be determined about the linear system in (10). The Moore-Penrose generalized inverse of the coefficient matrix is given by

$$
\frac{1}{2}\left[\begin{array}{cc}
\frac{1}{m} I-\frac{3}{4 m^{2}} e e^{T} & \frac{1}{4 m^{2}} e e^{T} \\
\frac{1}{4 m^{2}} e e^{T} & \frac{1}{m} I-\frac{3}{4 m^{2}} e e^{T}
\end{array}\right]
$$

and the Moore-Penrose solution of (10) is given by

$$
\left[\begin{array}{l}
r \\
c
\end{array}\right]=-\frac{1}{2 m}\left[\begin{array}{l}
g-\frac{1}{2 m}\left(e^{T} g\right) e \\
h-\frac{1}{2 m}\left(e^{T} g\right) e
\end{array}\right]
$$

Moreover, the Hessian matrix corresponding to (8) is positive semidefinite, making the above solution a global minimum.

The balancing algorithm computes the solution to (9) by an iterative scheme which takes advantage of the above knowledge about the linear system in (10). Denoting the coefficient matrix in (9) and (10) by $M-N$ and $M$ respectively and the right side vector by $b$ gives an iteration of the form

$$
x^{(k+1)}=x^{(k-1)}+\omega_{k+1}\left(\mu_{k} z^{(k)}+x^{(k)}-x^{(k-1)}\right),
$$

where

$$
M z^{(k)}=b-(M-N) x^{(k)} .
$$

The acceleration parameters $\omega_{k+1}$ and $\mu_{k}$ are determined by the conjugate gradient method. This iterative scheme has been developed and analyzed by Concus et al. [1]. Since integers $r_{i}$ and $c_{j}$ are desired, the iteration is stopped after the magnitude of the correction to $r$ and $c$ is bounded by 0.5 .

The number of operations per iteration is given by $4 m^{2}$ additions and $4 m^{2}$ comparisons plus $O(m)$ operations. If $A$ and $B$ are reasonably dense (i.e., contain mostly nonzero elements), the iterates converges in 2 or 3 iterations, and only $O\left(\mathrm{~m}^{2}\right)$ operations are required for this second step. When $A$ and $B$ are very sparse, the iterative scheme usually converges within $\frac{1}{2} m$ iterations, although large sparse matrices have not been tested to determine the extent of this overestimate. Theoretically, the iteration will have converged to full accuracy after $m$ iterations.
3.3. Step 3. Grade $\boldsymbol{A} / \boldsymbol{B}$. The scaled $A_{22}$ and $B_{22}$ matrices may still have some variation in the magnitudes of their elements. The third step attempts to arrange these magnitudes inside the matrices in order to reduce the size of the errors incurred during the eigensystem computation. The matrices $D_{1} A_{22} D_{2}$ and $D_{1} B_{22} D_{2}$ will be denoted as the $A$ and $B$ matrices in this section.

The $Q Z$-type algorithms have the strong tendency of finding the eigenvalues in decreasing order starting at the top of the triangularized matrices (i.e., $\left|\alpha_{1} / \beta_{1}\right| \geqq$ $\left.\left|\alpha_{2} / \beta_{2}\right| \geqq \cdots \geqq\left|\alpha_{m} / \beta_{m}\right|\right)$. The $\alpha_{i}$ 's and $\beta_{i}$ 's are determined by the application of a sequence of unitary transformations to the rows and columns of $A$ and $B$. Thus, it would be advantageous for the $Q Z$-type algorithms if the ( $i, j$ )-elements of the $A$ matrix decrease in magnitude and those of the $B$ matrix increase in magnitude as $i+j$ increases.

This objective cannot always be accomplished by applying permutation matrices to $A$ and $B$ while still preserving the eigenvalues. However, we can determine permutation matrices such that

$$
\left.\begin{array}{l}
\left\|A_{i}\right\|_{1} /\left\|B_{i}\right\|_{1} \geqq\left\|A_{j}\right\|_{1} /\left\|B_{j}\right\|_{1} \\
\left\|A^{i}\right\|_{1} /\left\|B^{i}\right\|_{1} \geqq\left\|\boldsymbol{A}^{i}\right\|_{1} /\left\|\boldsymbol{B}^{i}\right\|_{1}
\end{array}\right\} \quad \text { for } i<j,
$$

where the subscripts denote the rows of the permuted matrix and the superscripts denote the columns. This permutation has the effect of trying to make $\left|U_{i j}\right|$ and $\left|V_{i j}\right|$ in (5) approximately equal to $\theta\left|\left(D_{1} A D_{2}\right)_{i j}\right|$ and $\tau \mid\left(\left.D_{1} B D_{2}\right|_{i j} \mid\right.$ respectively, where $\theta$ and $\tau$ are "small" positive scalars greater than 1 . That is, it tries to prevent the spreading of the errors associated with the large elements of $D_{1} A D_{2}$ and $D_{1} B D_{2}$.

Since permutation of the columns of a matrix does not affect the 1 -norm of the rows and vice versa, the grading algorithm first determines the permutation matrix $G_{2}$ such that the ratio of the column norms of $A G_{2}$ to the corresponding column norms of $B G_{2}$ appear in nonincreasing order. Then, $G_{1}$ is determined such that the ratio of the row norms of $G_{1} A G_{2}$ to those of $G_{1} B G_{2}$ appear in nonincreasing order.

The actual number of operations required for this step is a function of $n$ and $m$, the order of the original and reduced matrices respectively, and the norms of the rows and columns of $B$. The maximum number of operations is given by $2 m^{2}$ additions and $6 n m+6 \frac{1}{2} m^{2}$ replacements plus $O(m+n)$ operations. Certainly, this number will be insignificant compared to the number of operations required by the eigensystem solver.
3.4. Summary. After completion of the three-step balancing algorithm, the problem $A x=\lambda B x$ has been transformed into the problem $A^{\prime} v=\lambda B^{\prime} v$, where

$$
A^{\prime}=\left[\begin{array}{ccc}
A_{11} & A_{12} D_{2} G_{2} & A_{13} \\
0 & G_{1} D_{1} A_{22} D_{2} G_{2} & G_{1} D_{1} A_{23} \\
0 & 0 & A_{33}
\end{array}\right]
$$

and

$$
B^{\prime}=\left[\begin{array}{ccc}
B_{11} & B_{12} D_{2} G_{2} & B_{13} \\
0 & G_{1} D_{1} B_{22} D_{2} G_{2} & G_{1} D_{1} B_{23} \\
0 & 0 & B_{33}
\end{array}\right],
$$

with the partitioning, $A_{i j}$ and $B_{i j}$ defined as in (7). If only the eigenvalues are desired, the problem has been reduced to considering only the matrices $G_{1} D_{1} A_{22} D_{2} G_{2}$ and $G_{1} D_{1} B_{22} D_{2} G_{2}$. If the eigenvectors $x$ are also desired, they may be computed from the eigenvectors $v$ by the equation

$$
x=P_{2}\left[\begin{array}{c}
v_{1} \\
D_{2} G_{2} v_{2} \\
v_{3}
\end{array}\right],
$$

where $v$ is partitioned consistent with $A^{\prime}$ and $B^{\prime}$.

The first step does not rely on any assumptions concerning the eigensystem solver which follows or any information about the size of the matrix elements. Thus, the code implementing step one may be used to reduce the order of the matrices prior to calling any generalized eigensystem solver.

Step two attempts to increase the "involvement" of the smaller matrix elements in computing the eigenvalues. This step may hinder the detection of eigenvalue inaccuracies if the smaller elements have much larger relative errors. For example, consider the following eigenproblem on a 6 decimal digit computer:

$$
\left[\begin{array}{ll}
1 & 10^{-5} \\
2 & 10^{-5}
\end{array}\right] \cdot\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\lambda\left[\begin{array}{cc}
1 & 0 \\
0 & 10^{-5}
\end{array}\right] \cdot\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

where the user knows that there are errors of the order $10^{-6}$ in all the elements of $A$ and $B$. The $Q Z$ algorithm applied to the unscaled matrices would return one eigenvalue on the order of $10^{-5} / 10^{-5}$ with about one accurate digit, thus alerting the user to the potential inaccuracy of the eigenvalue and the closeness to $\operatorname{det}(A-\lambda B) \equiv 0$. The $Q Z$ algorithm applied to the scaled matrices would return more accurate eigenvalues to the given eigenproblem but would return $\alpha$ 's and $\beta$ 's on the order of unity, providing the user with no additional information. In practice this problem has only occurred when the rank deficiency of $A$ and $B$ is the result of one row or column rather than a linearly dependent set of several rows or columns. That is, small $\alpha$ 's and $\beta$ 's which result from cancellation have not been adversely magnified by the scaling. Also, this potential problem does not occur when the relative errors in the matrix elements are of similar magnitudes. The code has been written so that the scaling routine can be easily bypassed or replaced by a routine implementing a different strategy.

The third step has been specifically designed to precede the QZ-type algorithms. However, most eigensystem solvers involve matrix-vector products or row and column transformations which would produce more accurate results with graded matrices. Since the cost is low and improved accuracy is expected, it is recommended to use this step prior to calling any generalized eigensystem solver.
4. Test results. The balancing algorithm has been extensively tested on the IBM System computers at the Oak Ridge National Laboratory. The code has been analyzed for portability by the PFORT verifier described by Ryder [8] and for data flow and software errors by the DAVE code described by Osterweil and Fosdick [6]. The $Q Z$ algorithm in EISPACK described by Garbow et al. [4] has been modified to accept partitioned matrices of the form in (7) and was used as the eigensystem solver in all test cases. The modification involved only minimal changes to the subroutines QZHES and QZIT.

Three of the numerical experiments are discussed below. The computations were performed in double precision (relative accuracy of 16.8 decimal digits) on an IBM 3033 computer. A $\rho$-value of two was used in the second step instead of the actual computer radix 16, since better equalization of the element magnitudes occurs with smaller $\rho$-values and the additional rounding errors are minimal. The results are presented in tabular form with the first inaccurate digit in the eigenvalues underlined. Only the first few digits of the $\alpha$ 's, $\beta$ 's and sensitivity factors are given, since their magnitudes are the primary interest. The signed integer superscript at the end of a number represents its decimal exponent.

Test Case 1. Pseudo-random magnitudes.

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{rrrrrr}
-2.0^{+1} & -1.0^{+4} & -2.0^{+0} & -1.0^{+6} & -1.0^{+1} & -2.0^{+5} \\
6.0^{-3} & 4.0^{+0} & 6.0^{-4} & 2.0^{+2} & 3.0^{-3} & 3.0^{+1} \\
-2.0^{-1} & -3.0^{+2} & -4.0^{-2} & -1.0^{+4} & 0.0^{+0} & 3.0^{+3} \\
6.0^{-5} & 4.0^{-2} & 9.0^{-6} & 9.0^{+0} & 3.0^{-5} & 5.0^{-1} \\
6.0^{-2} & 5.0^{+1} & 8.0^{-3} & -4.0^{+3} & 8.0^{-2} & 0.0^{+0} \\
0.0^{+0} & 1.0^{+3} & 7.0^{-1} & -2.0^{+5} & 1.3^{+1} & -6.0^{+4}
\end{array}\right] \\
& B_{1}=\left[\begin{array}{rrrrrr}
-2.0^{+1} & -1.0^{+4} & 2.0^{+0} & -2.0^{+6} & 1.0^{+1} & -1.0^{+5} \\
5.0^{-3} & 3.0^{+0} & -2.0^{-4} & 4.0^{+2} & -1.0^{-3} & 3.0^{+1} \\
0.0^{+0} & -1.0^{+2} & -8.0^{-2} & 2.0^{+4} & -4.0^{-1} & 0.0^{+0} \\
5.0^{-5} & 3.0^{-2} & 2.0^{-6} & 4.0^{+0} & 2.0^{-5} & 1.0^{-1} \\
4.0^{-2} & 3.0^{+1} & -1.0^{-3} & 3.0^{+3} & -1.0^{-2} & 6.0^{+2} \\
-1.0^{+0} & 0.0^{+0} & 4.0^{-1} & -1.0^{+5} & 4.0^{+0} & 2.0^{+4}
\end{array}\right]
\end{aligned}
$$

This test case was generated by starting with a well-balanced pair of matrices and scaling the rows and columns by pseudorandom powers of ten. The eigenvalues of $A_{1} x=\lambda B_{1} x$ are $1,2,3,4,5$ and 6 . In this test case all the eigenvalues are equally dependent upon the relative accuracy of each matrix element.

The output scaling vectors $r$ and $c$ computed by the balancing code were

$$
\begin{aligned}
r^{T} & =[-9,3,-3,10,0,-7], \\
c^{T} & =[5,-5,8,-11,5,-8] .
\end{aligned}
$$

The first step had no effect upon the eigensystem computation since permutations could not isolate any eigenvalues. All the row and column norms of the scaled matrices were of the same order of magnitude; thus, step three also had little effect upon the computations. The results are presented in Tables 1 and 2. Since the eigenvalue sensitivities are based on error bounds, they may be pessimistic but will allow comparisons to be made between the original and balanced problems. The sensitivity

TAble 1
Computational results from $A_{1} x=\lambda B_{1} x$.

| Original problem | Balanced problem |
| :---: | :---: |
| 0.9999999999986649 | 1.0000000000000007 |
| 1.999999999997867 | 1.9999999999999983 |
| 2.999999971458162 | 3.000000000000064 |
| 4.000000359881658 | 3.999999999993096 |
| 4.999998501541569 | 5.000000000024284 |
| 6.000001319640085 | 5.999999999980004 |
|  |  |
|  | $\alpha / \beta$ |
| $1.00^{+4} / 1.00^{+4}$ |  |
| $2.04^{+0} / 1.02^{+0}$ | $8.29^{-1} / 8.29^{-1}$ |
| $1.47^{-1} / 4.89^{-2}$ | $3.72^{-1} / 1.86^{-1}$ |
| $1.99^{+0} / 4.97^{-1}$ | $2.04^{+0} / 6.81^{-1}$ |
| $6.02^{-1} / 1.20^{-1}$ | $2.67^{+0} / 6.68^{-1}$ |
| $2.01^{+0} / 3.35^{-1}$ | $2.11^{+0} / 4.22^{-1}$ |

TAble 2
Eigenvalue sensitivities for $A_{1} x=\lambda B_{1} x$.

|  | $\left\|y^{T} B x\right\|^{-1}$ |  | $\frac{\\|A\\|+\|\lambda\|\\|B\\|}{\left\|y^{T} B x\right\|}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Eigenvalues | Original | Balanced | Original | Balanced |
| 1.0 | $1.43^{+4}$ | $3.91^{+1}$ | $4.77^{+10}$ | $7.08^{+2}$ |
| 2.0 | $1.58^{+5}$ | $3.25^{+1}$ | $8.65^{+11}$ | $8.65^{+2}$ |
| 3.0 | $4.33^{+6}$ | $7.68^{+2}$ | $3.29^{+13}$ | $2.70^{+4}$ |
| 4.0 | $7.12^{+7}$ | $3.47^{+3}$ | $6.91^{+14}$ | $1.52^{+5}$ |
| 5.0 | $1.69^{+8}$ | $1.02^{+4}$ | $2.00^{+15}$ | $5.31^{+5}$ |
| 6.0 | $1.06^{+8}$ | $7.59^{+3}$ | $1.48^{+15}$ | $4.61^{+5}$ |

factor $\left(y^{T} B x\right)^{-1}$ will be different for the two problems due to the normalization of the eigenvectors. This normalization did not appear in (4) and (6) since the eigenvectors also appeared in the numerator of these expressions.

Test Case 2. Polynomial root solver. The $A_{2}$ matrix is the lower Hessenberg companion matrix for a characteristic polynomial of order ten with the coefficients appearing in the last row and the integers one through ten as roots. The $B_{2}$ matrix is the identity matrix. Thus, the eigenvalues of $A_{2} x=\lambda B_{2} x$ are the integers one through ten and may be computed by standard eigenproblem solvers. This type of problem is frequently encountered and contains some ill-conditioned eigenvalues.

No reduction of the generalized eigenproblem was possible by permutations. The computed scaling vectors were

$$
\begin{aligned}
r^{T} & =[6,6,6,5,3,1,-2,-5,-10,-17], \\
c^{T} & =[-5,-6,-6,-6,-4,-3,0,3,7,13] .
\end{aligned}
$$

The elements of the graded $A_{2}$ matrix ranged from $8.0^{+0}$ to $8.6^{-1}$, and those of the graded $B_{2}$ matrix ranged from $6.25^{-2}$ to $2.0^{+0}$. The results are presented in Tables 3 and 4.

The $Q R$ algorithm with balancing (subroutine $R G$ ) contained in EISPACK and described by Smith et al. [9] was also used to compute the eigenvalues of this test case. All the eigenvalues computed by the $Q Z$ algorithm using the balanced matrices were slightly more accurate than those computed by the $R G$ code. The accuracy improvement ranged from 0.2 to 0.5 of a decimal digit. This difference may be the result of the $Q R$ balancing code using a $\rho$ of 16 , whereas the $Q Z$ balancing code used a $\rho$ of 2 .

Test Case 3. Graded matrix.

$$
A_{3}=\left[\begin{array}{lllllll}
1.0^{+0} & 1.0^{+1} & & & & & \\
1.0^{+1} & 1.0^{+2} & 1.0^{+3} & & & & \\
& 1.0^{+3} & 1.0^{+4} & 1.0^{+5} & & & \\
& & 1.0^{+5} & 1.0^{+6} & 1.0^{+7} & & \\
& & & 1.0^{+7} & 1.0^{+8} & 1.0^{+9} & \\
& & & & 1.0^{+9} & 1.0^{+10} & 1.0^{+11} \\
& & & & & 1.0^{+11} & 1.0^{+12}
\end{array}\right]
$$

$B_{3}$ is the identity matrix. In this test case, the small eigenvalues are primarily determined by the smaller matrix elements.

TABLE 3
Computational results from $A_{2} x=\lambda B_{2} x$.

| Original problem | Balanced problem |
| :---: | :---: |
| Eigenvalues |  |
| 1.000000012369418 | 0.9999999999999809 |
| 1.99999996337335 | 2.000000000001343 |
| 3.000000001590798 | 2.999999999978608 |
| 4.000000012841566 | 4.000000000156160 |
| 5.000000022317214 | 4.999999999369756 |
| 5.999999978272570 | 6.000000001545631 |
| 6.999999987591551 | 6.999999997618605 |
| 7.999999998892347 | 8.000000002256280 |
| 8.999999999720611 | 8.999999998799755 |
| 10.00000000006648 | 10.00000000027369 |
|  |  |

Table 4
Eigenvalue sensitivities for $A_{2} x=\lambda B_{2} x$.

|  | $\left\|y^{T} B x\right\|^{-1}$ |  | $\frac{\\|A\\|+\|\lambda\|\\|B\\|}{\left\|y^{T} B x\right\|}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Eigenvalues | Original | Balanced | Original | Balanced |
| 1.0 | $8.84^{+1}$ | $8.55^{+1}$ | $1.13^{+9}$ | $1.15^{+3}$ |
| 2.0 | $9.84^{+4}$ | $3.86^{+3}$ | $1.26^{+12}$ | $5.96^{+4}$ |
| 3.0 | $1.03^{+7}$ | $6.18^{+4}$ | $1.32^{+14}$ | $1.08^{+6}$ |
| 4.0 | $2.49^{+8}$ | $4.87^{+5}$ | $3.17^{+15}$ | $9.46^{+6}$ |
| 5.0 | $2.28^{+9}$ | $2.11^{+6}$ | $2.91^{+16}$ | $4.53^{+7}$ |
| 6.0 | $9.99^{+9}$ | $5.41^{+6}$ | $1.27^{+17}$ | $1.27^{+8}$ |
| 7.0 | $2.32^{+10}$ | $8.39^{+6}$ | $2.96^{+17}$ | $2.13^{+8}$ |
| 8.0 | $2.92^{+10}$ | $7.77^{+6}$ | $3.73^{+17}$ | $2.13^{+8}$ |
| 9.0 | $1.89^{+10}$ | $3.96^{+6}$ | $2.41^{+17}$ | $1.17^{+8}$ |
| 10.0 | $4.92^{+9}$ | $8.52^{+5}$ | $6.28^{+16}$ | $2.68^{+7}$ |

No reduction again occurred in the first step of the balancing algorithm. The scaling vectors converged in 3 iterations and were

$$
\begin{aligned}
& r^{T}=[0,-2,-5,-8,-10,-13,-13], \\
& c^{T}=[0,-2,-5,-8,-10,-13,-13] .
\end{aligned}
$$

The graded diagonal $B_{3}$ matrix contained elements ranging from $1.49^{-8}$ to $1.0^{+0}$. The graded $A_{3}$ matrix remained a banded matrix of the same bandwidth. The comparison of results is presented in Tables 5 and 6.

Table 5
Computational results from $A_{3} x=\lambda B_{3} x$.

| Original problem | Balanced problem |
| :---: | ---: |
| Eigenvalues |  |
| $-9.463474156469348^{+8}$ | $-9.463474156469419^{+8}$ |
| $-9.463469295288439^{+2}$ | $-9.463469197097401^{+2}$ |
| $9.998989999974069^{-1}$ | $9.998990201929425^{-1}$ |
| $1.046337224646799^{+3}$ | $1.0463372147880 \underline{7}^{+3}$ |
| $1.009899030199693^{+6}$ | $1.009899030199714^{+6}$ |
| $1.046337712685939^{+9}$ | $1.046337712685945^{+9}$ |
| $1.010000009803941^{+12}$ | $1.01000000980394 \underline{0}^{+12}$ |
|  |  |
|  | $\alpha / \beta$ |
|  |  |
| $9.46^{+8} / 1.00^{+0}$ | $1.13^{+2} / 1.19^{-7}$ |
| $-9.46^{+2} / 1.00^{+0}$ | $-5.89^{+0} / 6.22^{-3}$ |
| $1.00^{+0} / 1.00^{+0}$ | $9.23^{-1} / 9.23^{-1}$ |
| $1.05^{+3} / 1.00^{+0}$ | $8.52^{+0} / 8.14^{-3}$ |
| $1.01^{+6} / 1.00^{+0}$ | $1.92^{+1} / 1.90^{-5}$ |
| $1.05^{+9} / 1.00^{+0}$ | $1.31^{+2} / 1.25^{-7}$ |
| $1.01^{+12} / 1.00^{+0}$ | $1.51^{+4} / 1.49^{-8}$ |

TAble 6
Eigenvalue sensitivities for $A_{3} x=\lambda B_{3} x$.

|  | $\left\|y^{T} B x\right\|^{-1}$ |  | $\frac{\\|A\\|+\|\lambda\|\\|B\\|}{\left\|y^{T} B x\right\|}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Eigenvalues | Original | Balanced | Original | Balanced |
| $-9.46^{+8}$ | $1.00^{+0}$ | $3.57^{+7}$ | $1.10^{+12}$ | $3.38^{+16}$ |
| $-9.46^{+2}$ | $1.00^{+0}$ | $9.15^{+2}$ | $1.10^{+12}$ | $1.59^{+7}$ |
| $1.00^{+0}$ | $1.00^{+0}$ | $1.17^{+0}$ | $1.10^{+12}$ | $1.93^{+4}$ |
| $1.05^{+3}$ | $1.00^{+0}$ | $8.31^{+2}$ | $1.10^{+12}$ | $1.45^{+7}$ |
| $1.01^{+6}$ | $1.00^{+0}$ | $7.16^{+4}$ | $1.10^{+12}$ | $7.35^{+10}$ |
| $1.05^{+9}$ | $1.00^{+0}$ | $3.24^{+7}$ | $1.10^{+12}$ | $3.39^{+16}$ |
| $1.01^{+12}$ | $1.00^{+0}$ | $6.71^{+7}$ | $2.11^{+12}$ | $6.78^{+19}$ |

The $R G$ code was also used to solve this eigenproblem. Since the $A_{3}$ matrix is symmetric, balancing in the $R G$ code will have no effect upon the matrix. In the $Q R$-computed eigenvalues there were about 15 accurate digits in the four of largest magnitude, about 11 in the next two largest, and only 4 accurate digits in the eigenvalue of smallest magnitude. Note that $A_{3}$ is graded in the wrong direction for the $Q R$ algorithm. This example illustrates that one cannot blindly use the $Q R$ algorithm with balancing and always expect results which are as accurate as possible in the presence of rounding errors.

The following observations can be drawn from the results of the many random, pathological, and pedagogical sets of matrices which have been tested.

1. Tremendous improvement in the accuracy of the eigenvalues is possible when the elements of $A$ and $B$ have widely varying magnitudes.
2. When significant improvement in eigenvalue accuracy is not obtained, the total number of $Q Z$ iterations required to converge to the eigenvalues is usually reduced. In fact, the savings in computer time executing the QZ-type algorithms may easily offset the cost of the balancing algorithm.
3. The bounds on the theoretical sensitivity of the larger eigenvalues may become larger when the matrices are balanced, but the actual accuracy is not seriously affected.
4. None of the eigenvalues corresponding to the balanced matrices was significantly less accurate than those of the original matrices.
5. Balancing helps the accuracy of the preliminary reduction phase of the $Q Z$ algorithm as well as the iteration phase.
6. Comparison of computed eigenvalues for $A x=\lambda B x$ and $B x=(1 / \lambda) A x$ indicates that the variation between the computed eigenvalues is less when the balanced matrices are used than when the original matrices are used. The accuracy variation averaged 0.6 decimal digits per eigenvalue for the balanced matrices versus 1.0 for the original matrices over 24 test cases.
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# ON COMPUTING ROBUST SPLINES AND APPLICATIONS* 

FLORENCIO I. UTRERAS $\dagger$


#### Abstract

We present a new method for computing spline functions associated to a weight function. This algorithm is based on the Newton minimization algorithm for unrestricted problems. Then we use this method to compute, by a penalty function method, the spline functions with restricted values and show the convergence of this method. Finally, we give some numerical examples showing the nice smoothing properties of these spline functions.


Key words. splines, noisy data, penalty method

1. Introduction. Consider the problem of approximating an unknown function $f$ belonging to $H^{2}[a, b]$ given its values known with error at $n$ different points of the real interval $[a, b]$. Let $z_{1}, \cdots, z_{n}$ be those values, i.e.,

$$
\begin{equation*}
z_{i}=f\left(t_{i}\right)+\varepsilon_{i}, \quad i=1,2, \cdots, n, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
a<t_{1}<t_{2}<\cdots<t_{n}<b, \quad\left|\varepsilon_{i}\right| \leqq \varepsilon, \quad i=1,2, \cdots, n, \tag{2}
\end{equation*}
$$

and assume that $\varepsilon_{i}, i=1, \cdots, n$ are independent random variables with uniform distribution in $[-\varepsilon, \varepsilon]$.

To solve this problem Laurent [5] has proposed approximating $f$ by the solution $\sigma$ of the problem

$$
\begin{equation*}
\underset{\substack{g \in H^{2}[a, b] \\\left|g\left(t_{i}\right)-z_{i}\right| \leqq \varepsilon, i=1,2, \cdots, n}}{\operatorname{Minimize}} \int_{a}^{b}\left[g^{\prime \prime}(t)\right]^{2} d t . \tag{3}
\end{equation*}
$$

In other words, among all functions $g$ belonging to $H^{2}[a, b]$ whose values at the knots lie in the range of possible values for $f$, we seek the functions having the lowest "energy."

It is well known (see [5]) that for $n \geqq 2$ there exists one and only one solution to problem (3).

In [2], the authors analyze several algorithms to solve this minimization problem and conclude that the best is the one proposed by Laurent [7] based on a dual iteration. Unfortunately, even though the best, it is very expensive (cf. [2]).

In this paper, we use a penalty function method and prove, for an appropriate choice of the penalty functions, the convergence of this algorithm. To solve the partial problems, we use a Newton type method and give an efficient method allowing us to perform each iteration at a very low cost.

More precisely, it is clear that problem (3) is equivalent to:

$$
\begin{equation*}
\underset{u \in \boldsymbol{H}^{2}[a, b]}{\operatorname{Minimize}}\left\{\int_{a}^{b}\left[u^{\prime \prime}(t)\right]^{2} d t+\sum_{i=1}^{n} \chi\left(u\left(t_{i}\right)-z_{i}\right)\right\}, \tag{4}
\end{equation*}
$$

where $\chi$ is a function defined on $\mathbb{R}$, with values on $\overline{\mathbb{R}}$

$$
\chi(\alpha)=\left\{\begin{array}{cc}
0, & \alpha \in[-\varepsilon, \varepsilon],  \tag{5}\\
+\infty, & \alpha \notin[-\varepsilon, \varepsilon] .
\end{array}\right.
$$

[^21]The penalized problem then becomes

$$
\begin{equation*}
\underset{u \in \boldsymbol{H}^{2}[a, b]}{\operatorname{Minimize}}\left\{\int_{a}^{b}\left[u^{\prime \prime}(t)\right]^{2} d t+\sum_{i=1}^{n} \Psi_{k}\left(u\left(t_{i}\right)-z_{i}\right)\right\}, \tag{6}
\end{equation*}
$$

where $\Psi_{k}$ is a convex, twice differentiable even function such that

$$
\begin{equation*}
\Psi_{k}(0)=0 . \tag{7}
\end{equation*}
$$

In $\S 4$ we choose the sequence $\left\{\Psi_{k}\right\}, k \geqq 0$, in such a way that we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \Psi_{k}(x)=\chi(x) \quad \text { for all } x \tag{8}
\end{equation*}
$$

If we call $\sigma^{(k)}$ the solution (if there is one) of problem (6) ${ }_{k}$, we prove that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sigma^{(k)}=\sigma \tag{9}
\end{equation*}
$$

the convergence being in the sense of $H^{2}[a, b]$.
To solve the partial problem (6) ${ }_{k}$, we propose to use a Newton method with a specially designed method to perform each iteration. In this way, the cost of each iteration is linear in $n$.
2. Spline functions associated with a weight function $\Psi$. The results given in this section have been obtained by several authors in recent years (see [3], [4], [6], [8], [11]).

Let $\Psi: \mathbb{R} \rightarrow \overline{\mathbb{R}}$ be a lower semicontinuous convex function such that $\Psi(0)=0$. Consider the problem

$$
\left(\mathbf{P}_{\Psi}\right)
$$

$$
\underset{u \in \boldsymbol{H}^{2}[a, b]}{\operatorname{Minimize}}\left\{\int_{a}^{b}\left[u^{\prime \prime}(t)\right]^{2} d t+\sum_{i=1}^{n} \Psi\left(u\left(t_{i}\right)-z_{i}\right)\right\} .
$$

Then $\left(\mathrm{P}_{\Psi}\right)$ has a unique solution $\sigma$. Moreover, $\sigma$ is a cubic spline; i.e.:
(i) $\sigma$ is a polynomial of degree 1 in $\left[a, t_{1}\right],\left[t_{n}, b\right]$.
(ii) $\sigma$ is a cubic polynomial in $\left[t_{i}, t_{i+1}\right], i=1,2, \cdots, n-1$.
(iii) $\sigma \in C^{2}[a, b]$.

In addition, $\sigma$ satisfies
(iv)

$$
\sigma^{\prime \prime \prime}\left(t_{i}^{+}\right)-\sigma^{\prime \prime \prime}\left(t_{i}^{-}\right) \in-\partial \Psi\left(\sigma\left(t_{i}\right)-z_{i}\right), \quad i=1,2, \cdots, n,
$$

where $\partial \Psi(\bar{x})$ denotes the subdifferential set of $\Psi$ at $\bar{x}$ (cf. [5], [10]).
A more precise idea of the behavior of such a spline can be obtained with more restrictive hypotheses:
(H1) $\Psi$ is strictly convex on $\mathbb{R}$.
(H2) $\Psi \in C^{2}(\mathbb{R})$.
In this case, the problem $\left(\mathrm{P}_{\Psi}\right)$ has a unique solution, the subdifferential set reduces to the derivative of $\Psi$ and condition (iv) becomes

$$
\begin{equation*}
\sigma^{\prime \prime \prime}\left(t_{i}^{+}\right)-\sigma^{\prime \prime \prime}\left(t_{i}^{-}\right)=-\Psi^{\prime}\left(\sigma\left(t_{i}\right)-z_{i}\right), \quad i=1,2, \cdots, n \tag{v}
\end{equation*}
$$

We also know that the set of cubic splines with knots $\left\{t_{1}, t_{2}, \cdots, t_{n}\right\}$ is a linear $n$-dimensional space, and that $\left\{\sigma_{i}, i=1, \cdots, n\right\}$ defined by

$$
\sigma_{i}\left(t_{j}\right)= \begin{cases}1, & j=i, \quad j=1, \cdots, n  \tag{10}\\ 0, & j \neq i, \\ i=1, \cdots, n\end{cases}
$$

form a canonical basis. Moreover,

$$
\begin{equation*}
\sigma(t)=\sum_{i=1}^{n} \sigma\left(t_{i}\right) \sigma_{i}(t) \tag{11}
\end{equation*}
$$

From this fact problem $\left(\mathrm{P}_{\Psi}\right)$ has the same solution as
(12) $\left(\mathrm{P}_{\Psi}^{\prime}\right)$

$$
\underset{x \in \mathbb{R}^{n}}{\operatorname{Minimize}}\left\{\sum_{i=1}^{n} \sum_{j=1}^{n} \omega_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \Psi\left(x_{i}-z_{i}\right)\right\},
$$

where

$$
\begin{equation*}
\omega_{i j}=\int_{a}^{b} \sigma_{i}^{\prime \prime}(t) \sigma_{j}^{\prime \prime}(t) d t \tag{13}
\end{equation*}
$$

To minimize (12), it is necessary and sufficient, (under hypotheses $\mathrm{H} 1, \mathrm{H} 2$ ), that the solution $y$ satisfy

$$
\begin{equation*}
2 \sum_{j=1}^{n} \omega_{i j} y_{j}+\Psi^{\prime}\left(y_{i}-z_{i}\right)=0, \quad i=1,2, \cdots, n \tag{14}
\end{equation*}
$$

To find $y$, it is tempting to use a fixed-point method. Unfortunately, given the properties of $\Omega$, the set of functions $\Psi$ for which such a method converges is very small (see [2]).

In the following section we use a Newton method to solve (12) directly and see how our technique to perform iterations is also applicable to the IRLS algorithm (see [1]).

The problem of determining such a spline function has often arisen in the literature (see, e.g., [2], [3], [8], [4]). In particular, the use of spline functions for the smoothing of noisy data containing outliers has led Lenth [8], Huber [3] and others to use this type of splines; they call them robust splines because of their relation with robust statistics. In this paper, we also use this name.
3. Calculating the robust spline. As we have already said, to find $y$, the vector of values of $\sigma$ at the knots, we use Newton's method to minimize

$$
\begin{equation*}
J(x)=\sum_{i=1}^{n} \sum_{j=1}^{n} \omega_{i j} x_{i} x_{j}+\sum_{i=1}^{n} \Psi\left(x_{i}-z_{i}\right) . \tag{15}
\end{equation*}
$$

$J$ is convex because $\Psi$ is convex and the matrix $\Omega=\left(\omega_{i j}\right)$ is positive semidefinite (see [6]). Moreover, if $\Psi$ is twice differentiable, we can apply Newton's method; that is, given $x^{(k)}$ we compute $x^{(k+1)}$ as the minimizer of the quadratic functional

$$
\begin{gather*}
Q_{k}(x)=\langle x, \Omega x\rangle+\sum_{i=1}^{n} \Psi\left(x_{i}^{(k)}-z_{i}\right)+\sum_{i=1}^{n} \Psi^{\prime}\left(x_{i}^{(k)}-z_{i}\right)\left(x_{i}-x_{i}^{(k)}\right)  \tag{16}\\
+\frac{1}{2} \sum_{i=1}^{n} \Psi^{\prime \prime}\left(x_{i}^{(k)}-z_{i}\right)\left(x_{i}-x_{i}^{(k)}\right)^{2} .
\end{gather*}
$$

In the case when $\Psi$ is differentiable only once, we can use the IRLS algorithm, which amounts to replacing $\Psi^{\prime \prime}\left(x_{i}^{(k)}-z_{i}\right)$ by $\Psi^{\prime}\left(x_{i}^{(k)}-z_{i}\right) /\left(x_{i}^{(k)}-z_{i}\right)$. This choice is convergent (see [1]), but the rate of convergence is only linear.

The vector $x^{(k+1)}$ will be uniquely determined if and only if $Q_{k}$ is positive definite, that is, if $\Omega+D$ is positive definite, where $D$ is a diagonal matrix with elements $d_{i i}=\frac{1}{2} \Psi^{\prime \prime}\left(x_{i}^{(k)}-z_{i}\right)$. In the following theorem we give necessary and sufficient conditions for $\Omega+D$ to be positive definite.

Theorem 1. A necessary and sufficient condition for $\Omega+D$ to be positive definite is that there are at least two elements of $D$ different from zero.

Proof. We have $d_{i i} \geqq 0, i=1,2, \cdots, n$. Suppose that there exists $w \in \mathbb{R}^{n}$ such that

$$
(\Omega+D) w=0 ;
$$

then

$$
\langle w, \Omega w\rangle+\langle w, D w\rangle=0,
$$

and therefore

$$
\begin{align*}
& \langle w, \Omega w\rangle=0,  \tag{17}\\
& \langle w, D w\rangle=0 . \tag{18}
\end{align*}
$$

From (17) we see that $w$ is an eigenvector of $\Omega$ corresponding to the eigenvalue 0 . This implies (see [6]) the existence of $\alpha, \beta \in \mathbb{R}$ such that

$$
\begin{equation*}
w_{i}=\alpha+\beta t_{i}, \quad i=1,2, \cdots, n . \tag{19}
\end{equation*}
$$

Substituting (19) into (18) we get

$$
\alpha^{2} \sum_{i=1}^{n} d_{i i}+2 \alpha \beta \sum_{i=1}^{n} d_{i i} t_{i}+\beta^{2} \sum_{i=1}^{n} d_{i i} t_{i}^{2}=0 .
$$

If $\alpha=0$, we obviously have $\beta=0$ and $w=0$. Assume $\alpha \neq 0$. Then

$$
\begin{equation*}
\sum_{i=1}^{n} d_{i i}+2 \lambda \sum_{i=1}^{n} d_{i i} t_{i}+\lambda^{2} \sum_{i=1}^{n} d_{i i} t_{i}^{2}=0 \tag{20}
\end{equation*}
$$

where $\lambda=\beta / \alpha$.
A necessary and sufficient condition for the existence of a real number $\lambda$ satisfying (20) is that

$$
\left(\sum_{i=1}^{n} d_{i i} t_{i}\right)^{2}-\left(\sum_{i=1}^{n} d_{i i}\right)\left(\sum_{i=1}^{n} d_{i i} t_{i}^{2}\right) \geqq 0,
$$

or, equivalently,

$$
\left(\sum_{i=1}^{n} d_{i i}\right)\left(\sum_{i=1}^{n} d_{i t} t_{i}^{2}\right) \leqq\left(\sum_{i=1}^{n} d_{i i} t_{i}\right)^{2}
$$

But the Schwarz inequality gives us

$$
\left(\sum_{i=1}^{n} d_{i i}\right)\left(\sum_{i=1}^{n} d_{i t} t_{i}^{2}\right) \geqq\left(\sum_{i=1}^{n} d_{i i} t_{i}\right)^{2}
$$

Then there exists $\gamma \in \mathbb{R}$ such that

$$
\sqrt{d_{i i}}=\gamma \sqrt{d_{i i}} t_{i} .
$$

If $d_{k k} \neq 0$ and $d_{i j} \neq 0$ we have

$$
1=\gamma t_{k}, \quad 1=\gamma t_{j}
$$

which is a contradiction because $t_{k} \neq t_{j}$.
On the other hand, if only one element of $D$ is different from zero, then there exist $\alpha, \beta$ and $\Omega+D$ is only positive semidefinite. This concludes the proof.

If $\Omega+D$ is positive definite, $x^{(k+1)}$ is the only solution of the system

$$
2 \Omega x+\Psi^{\prime}\left(x^{(k)}-z\right)+2 D\left(x-x^{(k)}\right)=0
$$

which is equivalent to

$$
\begin{equation*}
(\Omega+D) x=D x^{(k)}-\frac{1}{2} \Psi^{\prime}\left(x^{(k)}-z\right) \tag{21}
\end{equation*}
$$

Since $\Omega$ is a full symmetric matrix, we perform $O\left(n^{3}\right)$ arithmetical operations in computing the solution of (21). Moreover, this system is very ill-conditioned because of the distribution of the eigenvalues of $\Omega$ (see [12]). We then seek an equivalent system as follows:

Let $s$ be the cubic spline taking values $x_{1}, x_{2}, \cdots, x_{n}$ at the knots; i.e.,

$$
\begin{equation*}
s\left(t_{i}\right)=x_{i}, \quad i=1,2, \cdots, n \tag{22}
\end{equation*}
$$

Let

$$
\begin{equation*}
d=\Omega x \tag{23}
\end{equation*}
$$

It is well known (see [9]) that

$$
\begin{equation*}
d_{i}=s^{\prime \prime \prime}\left(t_{i}^{+}\right)-s^{\prime \prime \prime}\left(t_{i}^{-}\right), \quad i=1,2, \cdots, n . \tag{24}
\end{equation*}
$$

To find an equivalent system we proceed as in Paihua [9]. Let $\lambda_{i}, i=1,2, \cdots, n$ be the derivative of $s$ at $t_{i}$. By a straightforward computation we get

$$
\begin{gather*}
d_{1}=6 \frac{\lambda_{2}-2 m_{1}+\lambda_{1}}{h_{1}^{2}}, \\
d_{i}=6\left[\frac{\lambda_{i+1}-2 m_{i}+\lambda_{i}}{h_{i}^{2}}-\frac{\lambda_{i}-2 m_{i-1}+\lambda_{i-1}}{h_{i-1}^{2}}\right], \quad i=2, \cdots, n-1,  \tag{25}\\
d_{n}=-6 \frac{\lambda_{n}-2 m_{n-1}+\lambda_{n-1}}{h_{n-1}^{2}},
\end{gather*}
$$

where

$$
m_{i}=\frac{x_{i+1}-x_{i}}{h_{i}}, \quad h_{i}=t_{i+1}-t_{i}, \quad i=2, \cdots, n-1
$$

In addition it is shown in [9] that $\lambda_{1}, \cdots, \lambda_{n}$ must satisfy

$$
2 \lambda_{1}+\lambda_{2}=3 m_{1}
$$

$$
\begin{align*}
\frac{h_{i}}{h_{i-1}} \lambda_{i-1}+2\left(1+\frac{h_{i}}{h_{i-1}}\right) \lambda_{i}+\lambda_{i+1} & =3\left(m_{i}+\frac{h_{i}}{h_{i-1}} m_{i-1}\right), \quad i=2, \cdots, n-1,  \tag{26}\\
\lambda_{n-1}+2 \lambda_{n} & =3 m_{n-1} .
\end{align*}
$$

Substituting (25) into (21) and using (26) we get the following block tridiagonal linear system:

$$
\left[\begin{array}{ccccc}
A_{1} & B_{1} & & & \\
C_{2} & A_{2} & B_{2} & & \\
& C_{3} & A_{3} & B_{3} & \\
& & \ddots & \ddots & \\
& & \ddots & \ddots & B_{n-1} \\
& & & C_{n} & A_{n}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
\lambda_{1} \\
x_{2} \\
\lambda_{2} \\
\vdots \\
x_{n} \\
\lambda_{n}
\end{array}\right]=\left[\begin{array}{c}
D_{1} \\
\cdot \\
\cdot \\
\cdot \\
D_{n}
\end{array}\right],
$$

where

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{cc}
\frac{3}{h_{1}} & 2 \\
\frac{2}{h_{1}}+\frac{\rho_{1} h_{1}^{2}}{6} & 1
\end{array}\right], \quad A_{i}=\left[\begin{array}{cc}
3\left(\frac{1}{h_{i}}-\frac{h_{i}}{h_{i-1}^{2}}\right) & 2\left(\frac{h_{i}}{h_{i-1}}+1\right) \\
\frac{\rho_{i} h_{i}^{2}}{6}+\frac{2}{h_{i-1}}+\frac{2}{h_{i-1}}\left(\frac{h_{i}}{h_{i-1}}\right)^{2} & 1-\left(\frac{h_{i}}{h_{i-1}}\right)^{2}
\end{array}\right], \\
& i=2,3, \cdots, n-1 \text {, } \\
& A_{n}=\left[\begin{array}{cc}
-\frac{3}{h_{n-1}} & 2 \\
-\left(\frac{3}{h_{n-1}}+\frac{\rho_{n} h_{n-1}^{2}}{6}\right) & 1
\end{array}\right], \\
& B_{1}=\left[\begin{array}{cc}
-\frac{3}{h_{1}} & 1 \\
-\frac{2}{h_{1}} & 1
\end{array}\right], \quad B_{i}=\left[\begin{array}{cc}
3 \frac{h_{i}}{h_{i-1}^{2}} & 1 \\
-\frac{2}{h_{i}} & 1
\end{array}\right], \quad i=2, \cdots, n-1 \\
& C_{i}=\left[\begin{array}{cc}
\frac{3 h_{i}}{h_{i-1}^{2}} & 1 \\
-\frac{2}{h_{i-1}}\left(\frac{h_{i}}{h_{i-1}}\right)^{2} & -\left(\frac{h_{i}}{h_{i-1}}\right)^{2}
\end{array}\right], \quad i=2, \cdots, n-1, \quad C_{n}=\left[\begin{array}{cc}
\frac{3}{h_{n-1}} & 1 \\
\frac{2}{h_{n-1}} & 1
\end{array}\right] \\
& D_{i}=\left[\begin{array}{c}
0 \\
\frac{h_{i}^{2}}{6} w_{i}^{(k)}
\end{array}\right], \quad i=1, \cdots, n-1, \quad D_{n}=\left[\begin{array}{c}
0 \\
-\frac{h_{n-1}^{2}}{6} w_{i}^{(k)}
\end{array}\right]
\end{aligned}
$$

and

$$
w_{i}^{(k)}=d_{i i} x_{i}^{(k)}-\frac{1}{2} \Psi^{\prime}\left(x_{i}^{(k)}-z\right), \quad i=1,2, \cdots, n .
$$

This linear system can be solved by block Gauss elimination. For $n$ greater than 3, the number of multiplications and divisions necessary to solve it is $36 n-14$, instead of the $O\left(n^{3}\right)$ operations used by a Cholesky decomposition applied to the original system.

This reduction in the cost of a single iteration allows us to apply Newton's method successfully. Moreover, the stability of the calulations is no longer a problem.

In Table 1 we give typical run times on an IBM 370/145 computer. To stop iteration we use the criterion of maximum error less than $10^{-8}$.

Table 1

| $n$ | Time $(\mathrm{sec})$ |
| :---: | :---: |
| 20 | 0.05 |
| 40 | 0.30 |
| 60 | 0.40 |
| 80 | 0.60 |
| 100 | 0.80 |

4. Convergence results. In this section, we choose an appropriate sequence of penalty functions $\Psi_{k}$ and show that the penalty method converges in this case.

First, we recall a classical result (see [5]).
Theorem 2. If $n$ is greater than 2, there exists one and only one solution $\bar{y}$ to the problem

$$
\begin{equation*}
\underset{\left|y_{i}-z_{i}\right| \leq \varepsilon}{\operatorname{Minimize}}\langle y, \Omega y\rangle, \quad i=1,2, \cdots, n . \tag{31}
\end{equation*}
$$

Furthermore, if we set $\lambda=\Omega \bar{y}$, a necessary and sufficient condition for $\bar{y}, \lambda$ to be a solution of (31) is that
(ii)

$$
\begin{align*}
z_{i}-\varepsilon \leqq \bar{y}_{i} & \leqq z_{i}+\varepsilon, \quad i=1,2, \cdots, n,  \tag{i}\\
\lambda_{i} & \cong 0 \quad \text { if } \bar{y}_{i}=z_{i}-\varepsilon, \\
\lambda_{i} & \leqq 0 \quad \text { if } \bar{y}_{i}=z_{i}+\varepsilon, \\
\lambda_{i} & =0 \quad \text { if } z_{i}-\varepsilon<\bar{y}_{i}<z_{i}+\varepsilon .
\end{align*}
$$

Proof. See Laurent [5].
Let $\bar{y}^{(k)}$ be the solution of the problem
(32) $\left(\mathrm{P}_{k}\right)$

$$
\underset{y \in \mathbb{R}^{n}}{\operatorname{Minimize}}\left\{\langle y, \Omega y\rangle+\sum_{i=1}^{n} \Psi_{k}\left(y_{i}-z_{i}\right)\right\}
$$

where the functions $\Psi_{k}$ are defined by

$$
\begin{equation*}
\Psi_{k}(u)=\frac{1}{2 k}\left(\frac{u}{\varepsilon}\right)^{2 k} \tag{33}
\end{equation*}
$$

It is clear that $\Psi_{k}(u)$ converges to $\chi(u)$ pointwise; i.e.,

$$
\lim _{k \rightarrow \infty} \Psi_{k}(u)=\left\{\begin{array}{cl}
0, & |u| \leqq \varepsilon  \tag{34}\\
+\infty, & |u|>\varepsilon
\end{array}\right.
$$

We will now prove that $\bar{y}^{(k)}$ converges to $\bar{y}$ as $k$ increases.
Define $\lambda^{(k)}=\Omega \bar{y}^{(k)}$. The following lemma gives us information about the behavior of as $k$ increases.
Lemma 1. The following inequalities are satisfied:
(a)

$$
\left|y_{i}^{(k)}-z_{i}\right| \leqq \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\left|\lambda_{i}^{(k)}\right| \text { for } k \geqq 2
$$

$$
\begin{equation*}
\left|y_{i}^{(k)}-z_{i}\right| \leqq 2\left(\|z\|_{\infty}+\varepsilon\right) \quad \text { for sufficiently large } k . \tag{b}
\end{equation*}
$$

Proof.
(a) From § 2 we know that $\lambda^{(k)}, \bar{y}^{(k)}$ satisfy

$$
\begin{equation*}
2 \lambda_{i}^{(k)}+\Psi_{k}^{\prime}\left(\bar{y}^{(k)}-z_{i}\right)=0, \quad i=1,2, \cdots, n . \tag{35}
\end{equation*}
$$

From (33) we have

$$
\Psi_{k}^{\prime}(u)=\frac{1}{\varepsilon}\left(\frac{u}{\varepsilon}\right)^{2 k-1}
$$

and

$$
\begin{equation*}
\left(\Psi_{k}^{\prime}\right)^{-1}(v)=\varepsilon(\varepsilon v)^{1 /(2 k-1)} \tag{36}
\end{equation*}
$$

Let $\phi$ be defined as

$$
\phi(v)=\left(\Psi_{k}^{\prime}\right)^{-1}(v) ;
$$

with this notation (35) becomes

$$
\bar{y}^{(k)}-z_{i}=-\phi\left(2 \lambda_{i}^{(k)}\right), \quad i=1,2, \cdots, n .
$$

Hence

$$
\begin{equation*}
\left|\bar{y}^{(k)}-z_{i}\right|=\left|\phi\left(2 \lambda_{i}^{(k)}\right)\right|=\phi\left(2\left|\lambda_{i}^{(k)}\right|\right) . \tag{37}
\end{equation*}
$$

Consider now two cases:
Case 1. $2\left|\lambda_{i}^{(k)}\right| \leqq 1 / \varepsilon$. The function $\phi$ being nondecreasing, we have

$$
\begin{equation*}
\phi\left(2\left|\lambda_{i}^{(k)}\right|\right) \leqq \phi\left(\frac{1}{\varepsilon}\right)=\varepsilon \leqq \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\left|\lambda_{i}^{(k)}\right| . \tag{38}
\end{equation*}
$$

Case 2. $2\left|\lambda_{i}^{(k)}\right| \geqq 1 / \varepsilon$. Using the fact that $\phi$ is concave on the positive real line, we have

$$
\phi(\alpha) \leqq \phi\left(\frac{1}{\varepsilon}\right)+\phi^{\prime}\left(\frac{1}{\varepsilon}\right)\left(\alpha-\frac{1}{\varepsilon}\right), \quad \alpha>0 ;
$$

hence

$$
\begin{aligned}
\phi\left(2\left|\lambda_{i}^{(k)}\right|\right) & \leqq \varepsilon+\frac{\varepsilon^{2}}{2 k-1}\left(2\left|\lambda_{i}^{(k)}\right|-\frac{1}{\varepsilon}\right) \\
& \leqq \varepsilon\left(1-\frac{1}{2 k-1}\right)+\frac{2 \varepsilon^{2}}{2 k-1}\left|\lambda_{i}^{(k)}\right| \\
& \leqq \frac{2 k-2}{2 k-1} \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\left|\lambda_{i}\right|^{k} \\
& \leqq \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\left|\lambda_{i}\right|^{k} \quad \text { with } 2\left|\lambda_{i}^{(k)}\right| \geqq \frac{1}{\varepsilon}
\end{aligned}
$$

which concludes the proof of part (a).
(b) We have $\lambda^{(k)}=\Omega \bar{y}^{(k)}$. Then

$$
\left\|\lambda^{(k)}\right\|_{\infty} \leqq\|\Omega\|\left\|\bar{y}^{(k)}\right\|_{\infty}
$$

where

$$
\|x\|_{\infty}=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|, \cdots,\left|x_{n}\right|\right\} .
$$

Replacing this inequality in the inequality obtained in (a), we obtain

$$
\left|y_{i}^{(k)}-z_{i}\right| \leqq \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\|\Omega\|\left\|\bar{y}^{(k)}\right\|_{\infty}
$$

and

$$
\left\|\bar{y}^{(k)}\right\|_{\infty} \leqq\|z\|_{\infty}+\varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\|\Omega\|\left\|\bar{y}^{(k)}\right\|_{\infty} .
$$

We now choose $K$ such that for $k \geqq K$

$$
\frac{2 \varepsilon^{2}\|\Omega\|}{2 k-1}<\frac{1}{2}
$$

and conclude that for $k \geqq K$ :

$$
\left\|\bar{y}^{(k)}\right\|_{\infty} \leqq\|z\|_{\infty}+\varepsilon+\frac{1}{2}\left\|\bar{y}^{(k)}\right\|_{\infty}
$$

or

$$
\left\|\bar{y}^{(k)}\right\|_{\infty} \leqq 2\left(\|z\|_{\infty}+\varepsilon\right) ;
$$

the proof of part (b) and of Lemma 1 are complete.
We are now ready to state the main result of this section.
Theorem 3. Let $\bar{y}$ be the solution of the problem ( P ),

$$
\begin{equation*}
\underset{\left|y_{i}-z_{i}\right| \leq \varepsilon}{\operatorname{Minimize}}\langle y, \Omega y\rangle, \quad i=1,2, \cdots, n \tag{P}
\end{equation*}
$$

and $\bar{y}^{k}$ the solution of the problem $\left(\mathrm{P}_{k}\right)$

$$
\begin{equation*}
\underset{y \in \mathbb{R}^{n}}{\operatorname{Minimize}}\left\{\langle y, \Omega y\rangle+\sum_{i=1}^{n} \Psi_{k}\left(y_{i}-z_{i}\right)\right\}, \tag{k}
\end{equation*}
$$

where $\Psi_{k}$ is defined by

$$
\Psi_{k}(u)=\frac{1}{2 k}\left(\frac{1}{\varepsilon} u\right)^{2 k}
$$

Then

$$
\lim _{k \rightarrow \infty} \bar{y}^{(k)}=\bar{y}
$$

Proof. We first prove that any convergent subsequence of $\left\{\bar{y}^{(k)}\right\}$ converges to $\bar{y}$. Then we see how this implies that $\left\{\bar{y}^{(k)}\right\}$ converges to $\bar{y}$.
(a) Let $\left\{\tilde{y}^{(k)}\right\}$ be a convergent subsequence of $\left\{\bar{y}^{(k)}\right\}$ and let $\tilde{y}$ be its limit. Then

$$
\tilde{\lambda}=\Omega \tilde{y}=\lim _{k \rightarrow \infty} \Omega \tilde{y}^{(k)}=\lim _{k \rightarrow \infty} \tilde{\lambda}^{(k)}
$$

(a.1) If $\tilde{y}_{i}=z_{i}-\varepsilon$, for $k \geqq K_{1}$ we have $\tilde{y}_{i}^{(k)} \leqq z_{i}$ and

$$
\tilde{\lambda}_{i}^{(k)}=-\frac{1}{2} \Psi_{k}^{\prime}\left(y_{i}^{(k)}-z_{i}\right) \geqq 0 \quad \text { for all } k \geqq K_{1}
$$

so that $\tilde{\lambda_{i}} \geqq 0$.
(a.2) If $\tilde{y}_{i}=z_{i}+\varepsilon$ for $k \geqq K_{2}$, we have $\tilde{y}_{i}^{(k)} \geqq z_{i}$, and

$$
\lambda_{i}^{(k)}=-\frac{1}{2} \Psi_{k}^{\prime}\left(y_{i}^{(k)}-z_{i}\right) \leqq 0 \quad \text { for all } k \geqq K_{2},
$$

so that $\tilde{\lambda_{i}} \leqq 0$.
(a.3) If $\left.\tilde{y}_{i} \in\right] z_{i}-\varepsilon, z_{i}+\varepsilon\left[\right.$ for $k \geqq K_{3}$, we have

$$
z_{i}-\frac{\varepsilon}{2} \leqq y_{i}{ }^{(k)} \leqq z_{i}+\frac{\varepsilon}{2},
$$

and $\tilde{\lambda}_{i}^{(k)}=-\frac{1}{2} \Psi_{k}^{\prime}\left(\tilde{y}_{i}^{(k)}-z_{i}\right)$ will converge to zero as $k$ increases, because $\Psi_{k}^{\prime}$ converges uniformly to zero on any compact subset of $]-\varepsilon, \varepsilon\left[\right.$. Hence $\tilde{\lambda_{i}}=0$.
(a.4) Following Lemma 1(a) we have

$$
\left|\tilde{y}_{i}^{(k)}-z_{i}\right| \leqq \varepsilon+\frac{2 \varepsilon^{2}}{2 k-1}\left|\tilde{\lambda}_{i}^{(k)}\right|
$$

since this is bounded, we obtain

$$
\left|\tilde{y}_{i}-z_{i}\right| \leqq \varepsilon, \quad i=1,2, \cdots, n
$$

We have thus shown that $(\tilde{y}, \tilde{\lambda})$ satisfy the necessary and sufficient conditions of Theorem 2, and so $\bar{y}=\tilde{y}$.
(b) From Lemma 1, we know that $\bar{y}^{(k)}$ is bounded and this implies the existence of at least one convergent subsequence. From (a) we know that its limit is $\bar{y}$; moreover, all accumulation points of $\bar{y}^{(k)}$ coincide with $\bar{y}$, so $\left\{y^{(k)}\right\}$ converges to $\bar{y}$.

Corollary. If $\sigma$ is the solution of (3) and $\sigma^{(k)}$ the solution of (6) ${ }_{k}$, we have

$$
\lim _{k \rightarrow \infty} \sigma^{(k)}=\sigma,
$$

in the sense of the norm of $H^{a}[a, b]$.
Proof. We know (cf. [5]) that the linear operator $\mathscr{S}$ which associates $\sigma$ to $\bar{y}$ is continuous. Hence

$$
\lim _{k \rightarrow \infty} \sigma^{(k)}=\lim _{k \rightarrow \infty} \mathscr{S}\left(\bar{y}^{(k)}\right)=\mathscr{S}(\bar{y})=\sigma .
$$

Numerical results. We have performed computations on artificial data obtained by rounding the values of a known function $f$ at $n$ different points of the real interval $[-1,1]$. In Table 2 we tabulate run times obtained on an IBM 370/145 computer and compare them with the DUAL algorithm as programmed by C. Di Crescenzo [2]. All computer times of the dual algorithm are taken from [2]; Di Crescenzo used an IBM $370 / 67$ computer, so we have divided those times by 3 in order to obtain the run times in our computer.

We can observe the great difference existing between run times. We can also see that run times for the penalty function method are approximately linear in $n$.

Table 2
Run times (secs)

| $n$ | Penalty | Dual |
| ---: | ---: | ---: |
| 20 | 1.35 | 3.5 |
| 40 | 4.54 | 18.6 |
| 60 | 8.12 | 52.0 |
| 80 | 11.39 | 83.6 |
| 100 | 15.19 | 129.0 |

To illustrate the behavior of the spline restricted to smooth data containing roundoff errors, we ran the program for 100 points in the interval $[-1,1]$. The test function is

$$
\cos \frac{\pi}{2} x-0.5 \cos \frac{3 \pi}{2} x
$$

and the rounding error $\varepsilon$ is 0.25 .
In Fig. 1 we plot the data (marked by an $\mathbf{x}$ ); the test function (marked by an F) and the resulting restricted spline, calculated by the penalty function method (marked by an $S$ ). We can see the remarkable approximating properties of these spline functions.


Fig. 1
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# NUMERICAL SOLUTION OF A QUADRATIC MATRIX EQUATION* 

GEORGE J. DAVIS $\dagger$


#### Abstract

This paper is concerned with the efficient numerical solution of the matrix equation $A X^{2}+$ $B X+C=0$, where $A, B, C$ and $X$ are all square matrices. Such a matrix $X$ is called a solvent. This equation is very closely related to the problem of finding scalars $\lambda$ and nonzero vectors $x$ such that $\left(\lambda^{2} A+\lambda B+C\right) x=0$. The latter equation represents a quadratic eigenvalue problem, with each $\lambda$ and $x$ called an eigenvalue and eigenvector, respectively. Such equations have many important physical applications.

By presenting an algorithm to calculate solvents, we shall show how the eigenvalue problem can be solved as a byproduct. Some comparisons are made between our algorithm and other methods currently available for solving both the solvent and eigenvalue problems. We also study the effects of rounding errors on the presented algorithm, and give some numerical examples.


Key words. matrix equations, eigenvalues, solvents, Newton's method

1. Overview. The quadratic eigenvalue problem has been studied for some time. Lancaster [11] provides a good introduction to the subject, and explores the applications to vibrating systems. Far less is known about general matrix equations. Dennis, Traub and Weber [4], [5] consider general matrix polynomials, and present two algorithms for the calculation of solvents. The first is a generalization of a scalar algorithm of Traub, and the second is a generalization of Bernoulli's method. These algorithms apply to polynomials of arbitrary degree, and produce only a "dominant" solvent. Solvent $S_{1}$ is said to dominate solvents $S_{2}, \cdots, S_{k}$ if all the eigenvalues of $S_{1}$ are greater in modulus than all the eigenvalues of the other $S_{i}$.

This work is concerned only with quadratic polynomials, and the dominance of solvents is not required. The algorithm itself is Newton's method applied to the matrix equation $F(X)=A X^{2}+B X+C=0$. Critical to the algorithm is the method of calculating the correction $\left(F^{\prime}\left(X_{i}\right)\right)^{-1} F\left(X_{i}\right)$. Much of the work is done by a complex version of the $Q Z$ algorithm [8], [12], [15]. Once a solvent $S$ is found, it is clear that $F(\lambda I)=\lambda^{2} A+\lambda B+C$ has the following factorization:

$$
\begin{equation*}
F(\lambda I)=(-B-A S-\lambda A)(S-\lambda I) . \tag{1}
\end{equation*}
$$

The eigenvalues of the original quadratic, then, are the union of the set of eigenvalues of $S$ and the set of eigenvalues of

$$
\begin{equation*}
(-B-A S) x=\lambda A x . \tag{2}
\end{equation*}
$$

Equation (2) represents a generalized eigenvalue problem, and it can also be solved by the $Q Z$. The factorization in (1) is a reason why $S$ is sometimes called a right-solvent of $\boldsymbol{F}(\boldsymbol{X})$. Corresponding theory exists for left-solvents, i.e., left factors in (1). We will consider only right-solvents, and call them, briefly, solvents.

Discussion of the $Q Z$ algorithm immediately brings to mind an algorithm for solving $A X^{2}+B X+C=0$. Consider the $\lambda$-matrix problem $\left(\lambda^{2}+\lambda B+C\right) x=0$ and use the substitution $y=\lambda x$ to get

$$
\lambda\left(\begin{array}{cc}
0 & A  \tag{3}\\
I & 0
\end{array}\right)\binom{x}{y}+\left(\begin{array}{cc}
C & B \\
0 & -I
\end{array}\right)\binom{x}{y}=\binom{0}{0} .
$$

[^22]Use the $Q Z$ algorithm to produce the eigenvalues $\lambda$ and eigenvectors $(x, y)^{T}$ of length $2 n$. Choose an independent set of $n$ vectors from the set of $x$ 's just computed, and assemble them as columns into a matrix $W$. If $\Lambda$ is the diagonal matrix of corresponding eigenvalues, we have

$$
\begin{equation*}
A W \Lambda^{2}+B W \Lambda+C W=0 \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
A\left(W \Lambda W^{-1}\right)^{2}+B\left(W \Lambda W^{-1}\right)+C=0 \tag{5}
\end{equation*}
$$

Knowing the eigenvalues and having an independent set of eigenvectors, makes it possible to construct a solvent. After one solvent is found, the factorization (2) can be used to deflate the problem.

Although a plausible algorithm on some problems, this method fails when it is impossible to choose an independent set of vectors to form $W$. Consider the problem

$$
X^{2}+X+\left(\begin{array}{rr}
-6 & -5  \tag{6}\\
0 & -6
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

and the associated $\lambda$-matrix problem

$$
\left(\begin{array}{cc}
\lambda^{2}+\lambda-6 & -5  \tag{7}\\
0 & \lambda^{2}+\lambda-6
\end{array}\right)\binom{x}{y}=\binom{0}{0}
$$

There are two solvents $\left(\begin{array}{ll}2 & 1 \\ 0 & 2\end{array}\right)$ and $\left(\begin{array}{cc}-3 & -1 \\ 0 & -3\end{array}\right)$, each with a Jordan block of size two. There is only one eigenvector associated with (7), namely $(1,0)^{T}$. The $Q Z$ algorithm on the system (3) produces vectors of the form $(1,0, \lambda, 0)^{T}$ for $\lambda=2$ or -3 . Thus it is impossible to construct a solvent of the form $W \Lambda W^{-1}$.
2. Perturbation theory. Before we can begin any analysis of a computer algorithm to find solvents of $F(X)$, we must first understand the nature of the problem itself. When the matrices $A, B$ and $C$ are read into a computer, certain inaccuracies result due to the finite precision of the machine. It is the intent of this section to assess what effects these errors can have on a computed solution. No mention will be made of our algorithm, as these topics concern the problem and not the method used to solve it.

In what follows, the derivative of $F(X)$ is needed. $F$ is a function from $R^{n \times n} \rightarrow$ $R^{n \times n}$, and its Fréchet derivative is an operator. This operator is described by what it does to a typical element $H \in R^{n \times n}$. We employ the notation $F^{\prime}(X) H$ to mean "the operator $F^{\prime}(X)$ applied to $H^{\prime}$. It is easy to show that

$$
\begin{equation*}
F^{\prime}(X) H=(A X+B) H+A H X \tag{8}
\end{equation*}
$$

It is clear that the derivative, and hence its inverse, is a linear operator. Indeed, the derivative can be expressed as an $n^{2} \times n^{2}$ matrix. In fact,

$$
\begin{equation*}
F^{\prime}(X) H=\left[(A X+B) \otimes I+A \otimes X^{T}\right] h \tag{9}
\end{equation*}
$$

where $Y \otimes Z$ is a block matrix with its $(i, j)$ block equal to $Y_{i j} Z$, and $h$ is the vector [ $h_{11}$, $\left.h_{12}, \cdots, h_{1 n}, h_{21}, \cdots, h_{n n}\right]^{T}$.

We now examine the effect of small perturbations in the original data on the solvents of $F(\boldsymbol{X})$. Such perturbations can arise from many sources, including errors in measurement and inaccuracy involved by generating matrices in a computer. Throughout this discussion, $\varepsilon$ is assumed to be some small positive number.

Let $X$ be an exact solvent of $F(X)$, and let $\hat{X}=X+\Delta X$ be a solvent of the perturbed equation $\hat{A} X^{2}+\hat{B} X+\hat{C}=0$. Here, $\hat{A}=A+E, \hat{B}=B+F, \hat{C}=C+G$ with $\|E\| \leqq \varepsilon\|A\|,\|F\| \leqq \varepsilon\|B\|$ and $\|G\| \leqq \varepsilon\|C\|$.

If

$$
F(X)=A X^{2}+B X+C
$$

and

$$
\hat{F}(X)=(A+E) X^{2}+(B+F) X+(C+G)
$$

then define

$$
\Delta F(X) \equiv \hat{F}(X)-F(X)=E X^{2}+F X+G
$$

Similarly, if

$$
F^{\prime}(X) H=(A X+B) H+A H X
$$

and

$$
\hat{F}^{\prime}(X) H=[(A+E) X+(B+F)] H+(A+E) H X
$$

then define

$$
\Delta F^{\prime}(X) H \equiv \hat{F}^{\prime}(X) H-F^{\prime}(X) H=(E X+F) H+E H X
$$

Under the assumption

$$
\begin{equation*}
\left\|F^{\prime}(X)^{-1}\right\| \cdot\left\|\Delta F^{\prime}(X)\right\| \leqq k<1 \tag{10}
\end{equation*}
$$

we get the following bound on the error in $X$.
Theorem. For sufficiently small $\varepsilon,\|\Delta X\| \leqq \gamma \varepsilon$, where

$$
\begin{aligned}
\alpha & =\frac{2}{1-k}\left\|F^{\prime}(X)^{-1}\right\|\left[\|A\| \cdot\|X\|^{2}+\|B\| \cdot\|X\|\right] \\
\beta & =\frac{1+\varepsilon}{1-k}\left\|F^{\prime}(X)^{-1}\right\| \cdot\|A\| \\
\gamma & =\frac{2 \alpha}{1+\sqrt{1-4 \alpha \beta \varepsilon}}=\alpha+O(\varepsilon)
\end{aligned}
$$

Proof. First note that $\hat{F}(\hat{X})=0$, or

$$
\begin{equation*}
(A+E)(X+\Delta X)^{2}+(B+F)(X+\Delta X)+(C+G)=0 \tag{11}
\end{equation*}
$$

Expanding (6) gives

$$
\begin{equation*}
F^{\prime}(X) \Delta X+\Delta F^{\prime}(X) \Delta X+\Delta F(X)+(A+E)(\Delta X)^{2}=0 \tag{12}
\end{equation*}
$$

Premultiplying by $F^{\prime}(X)^{-1}$ and using assumption (10), it is easy to verify

$$
\begin{equation*}
\|\Delta X\| \leqq \frac{\left\|F^{\prime}(X)^{-1}\right\|}{1-k}\left[\left\|\Delta F(X)+(A+E)(\Delta X)^{2}\right\|\right] \tag{13}
\end{equation*}
$$

Further, recalling the definitions of $\Delta F(X), E, F$ and $G$, use the fact that

$$
\begin{equation*}
\|C\| \leqq\|A\| \cdot\|X\|^{2}+\|B\| \cdot\|X\| \tag{14}
\end{equation*}
$$

to get

$$
\begin{equation*}
\|\Delta X\| \leqq \frac{\left\|F^{\prime}(X)^{-1}\right\|}{1-k}\left[2 \varepsilon\left(\|A\| \cdot\|X\|^{2}+\|B\| \cdot\|X\|\right)+(1+\varepsilon)\|A\| \cdot\|\Delta X\|^{2}\right], \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
\|\Delta X\| \leqq \alpha \varepsilon+\beta\|\Delta X\|^{2} \tag{16}
\end{equation*}
$$

As this is a quadratic inequality in $\|\Delta X\|$, it can readily be solved to yield the desired result.

This analysis breaks down if $F^{\prime}(X)$ is singular. A singular $F^{\prime}(X)$ represents an extreme case of sensitivity in that small perturbations in the data can produce unbounded changes in the solvents. There is no question here of subroutine accuracy or of errors in computation; these are fundamental properties of the problem itself.

As an example, consider the matrix equation

$$
\left(\begin{array}{ll}
2 & 1  \tag{17}\\
2 & 1
\end{array}\right) X^{2}+\left(\begin{array}{ll}
-8 & -4 \\
-8 & -4
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

This equation has an infinite number of solvents generated by the equations

$$
X^{2}=\left(\begin{array}{ll}
y_{1} & y_{2} \\
y_{3} & y_{4}
\end{array}\right), \quad 2 y_{1}+y_{3}=8
$$

The derivative operator may be expressed as the $4 \times 4$ matrix

$$
F^{\prime}(X) H=\left(\begin{array}{cccc}
4 x_{11}+x_{21} & 2 x_{21} & 2 x_{12}+x_{22}+x_{11} & x_{21} \\
2 x_{12} & 2 x_{11}+x_{21}+2 x_{22} & x_{12} & 2 x_{12}+2 x_{22} \\
4 x_{11}+x_{21} & 2 x_{21} & 2 x_{12}+x_{22}+x_{11} & x_{21} \\
2 x_{12} & 2 x_{11}+x_{21}+2 x_{22} & x_{12} & 2 x_{12}+2 x_{22}
\end{array}\right)\left(\begin{array}{l}
h_{11} \\
h_{12} \\
h_{21} \\
h_{22}
\end{array}\right)
$$

which is singular.
If we perturb (17) into

$$
\left(\begin{array}{ll}
2 & 1  \tag{18}\\
2 & 1
\end{array}\right) X^{2}+\left(\begin{array}{cc}
-8-\varepsilon & -4 \\
-8 & -4
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

setting up the equations for $X$ shows that no solvents exist.
Two things can be concluded from this study of perturbations. First, any algorithm can expect difficulty on problems with a singular or nearly singular derivative. Second, any well-designed algorithm should be able to detect such a singular derivative, and not produce meaningless answers. After the algorithm is described, its performance on such examples will be analyzed.
3. Subroutine SQUINT. SQUINT stands for Solving the Quadratic by Iterating Newton Triangularizations. It is Newton's method applied to the matrix function $\boldsymbol{F}(\boldsymbol{X})$. After an initial guess $\boldsymbol{X}_{0}$ is chosen, successive iterates are generated by the formula

$$
\begin{equation*}
X_{i+1}=X_{i}-T_{i}, \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i}=F^{\prime}\left(X_{i}\right)^{-1} F\left(X_{i}\right), \quad i=0,1,2, \cdots \tag{20}
\end{equation*}
$$

The correction $T_{i}$ is given as the solution of the system

$$
\begin{equation*}
\left(A X_{i}+B\right) T_{i}+A T_{i} X_{i}=F\left(X_{i}\right), \quad i=0,1,2, \cdots \tag{21}
\end{equation*}
$$

The following algorithm for the computation of $T_{i}$ is proposed. Using unitary transformations, simultaneously reduce $\left(A X_{i}+B\right)$ and $A$ to upper triangular form, then reduce $X_{i}$ to lower triangular form. Solve the transformed triangular system and translate back.

The idea of triangularizing such a system first appeared in a paper by Bartels and Stewart [1] in connection with the equation $A X+X B=C$. Golub, Nash and Van Loan [9] describe some modifications to the algorithm in [1] and mention problems of the form $A X B+C X D=F$. We have put the triangularization idea to work for the system (21).

More specifically, the algorithm is:
(1) Find a unitary $Q$ and $Z$ such that both $Q\left(A X_{i}+B\right) Z=U_{1}$ and $Q(A) Z=U_{2}$ are upper triangular.
(2) Find a unitary $R$ such that $R^{H}\left(X_{i}\right) R=L$ is lower triangular. Note that at this point the system (21) can be written

$$
\left(Q^{H} U_{1} Z^{H}\right) T_{i}+\left(Q^{H} U_{2} Z^{H}\right) T_{i}\left(R L R^{H}\right)=F\left(X_{i}\right)
$$

(3) Solve for $Y_{i}=Z^{H} T_{i} R$ in the system $U_{1} Y_{i}+U_{2} Y_{i} L+Q F\left(X_{i}\right) R$.
(4) Translate back $T_{i}=Z Y_{i} R^{H}$.

To accomplish step 1 a complex version of the $Q Z$ algorithm [8], [12], [15] is used. The matrix $Z$ must be saved for the translation step 4 . Matrix $Q$ need not be saved, but in addition to applying it to $\left(A X_{i}+B\right)$ and $A$, it must also be applied to $F\left(X_{i}\right)$. The $Q Z$ program was modified to accept an auxiliary matrix $F$ and to form $Q F$.

The details of step 2 are slightly more complicated. To reduce the number of subroutines, the reduction of $X_{i}$ is accomplished with another call to the $Q Z$ subroutine with $X_{i}$ and an identity matrix. This produces unitary matrices $R$ and $S$ such that

$$
S X_{i}^{H} R=U_{3}, \quad S I R=\tilde{I} .
$$

The matrix $\tilde{I}$ is the identity with $\pm 1$ on the diagonal. Note from the second equation above that $S=\tilde{I} R^{H}$. Thus

$$
X_{i}^{H}=\left(\tilde{I} R^{H}\right)^{H} U_{3} R^{H}, \quad X_{i}=R\left(U_{3}^{H} \tilde{I}\right) R^{H} .
$$

We apply $\tilde{I}$ to the columns of $U_{3}^{H}$ producing another lower triangular matrix. The transformation is complete when $Q F\left(X_{i}\right)$ is multiplied by $R$. The back substitution and translation in steps 3 and 4 are straightforward. The new iterate is then generated.

The operation count for one iteration is overestimated by $22 n^{3}+9 n^{3} \sigma+O\left(n^{2}\right)$. Here the number $\sigma$ is the average number of iterations for the $Q Z$ algorithm to reduce a subdiagonal element to zero. These are complex operation counts and details can be found in [3]. The algorithm requires $11 n^{2}+n$ storage locations, and at the expense of some readability this total can be cut to $9 n^{2}+3 n$.

As an attempt to reduce the total of operations, we might consider using a modified Newton's method:

$$
X_{i+1}=X_{i}-F^{\prime}\left(X_{0}\right)^{-1} F\left(X_{i}\right), \quad i=0,1,2, \cdots .
$$

The subscript on $F^{\prime}\left(X_{0}\right)^{-1}$ never changes, indicating that the decompositions of $\left(A X_{0}+B\right), A$ and $X_{0}$ are required only once. As in the scalar case, the quadratic convergence of the method is lost with this modification. More seriously, on several problems where Newton's method converged the modified method did not. The difficulties encountered with the modification have far outweighed any savings in work.

The solution of the triangular system warrants further investigation. The subroutine in which the solution is done has an error return which indicates an inconsistent linear system. Such inconsistency is associated with a singular or nearly singular derivative. Upon triangularization, we must backsolve the system

$$
\begin{equation*}
U_{1} Y_{i}+U_{2} Y_{i} L=\hat{F} \tag{22}
\end{equation*}
$$

where again $U_{1}$ and $U_{2}$ are upper triangular, $L$ is lower triangular, and $\hat{F}=Q F\left(X_{i}\right) R$. A singular derivative occurs when

$$
\left(U_{1}\right)_{i i}+\left(U_{2}\right)_{i i}(L)_{i j}=0
$$

for some $i$ and $j$. Just having a singular derivative is not necessarily cause for an error return, however. Recall that in the solution of the linear system $A x=b$, a singular $A$ may or may not be a problem. If $b$ is in the column space of $A$, a solution will exist, but it need not be unique. What we detect is not singularity but inconsistency of the linear system (22).

The explicit formula for $y_{i j}$ is given by

$$
\begin{align*}
& {\left[\left(U_{1}\right)_{i i}+\left(U_{2}\right)_{i i}(L)_{i j}\right] y_{i j}} \\
& \qquad=\hat{f}_{i j}-\sum_{k=i+1}^{n}\left(U_{1}\right)_{i k} y_{k j}-\left(\sum_{k=i+1}^{n}\left(U_{2}\right)_{i k} y_{k j}\right) l_{i j}-\sum_{p=j+1}^{n} \sum_{k=i}^{n}\left(U_{2}\right)_{i k} y_{k p} l_{p j} . \tag{23}
\end{align*}
$$

Inconsistency is declared when the $\left(U_{1}\right)_{i i}+\left(U_{2}\right)_{i i}(L)_{i j}$ is small relative to the right-hand side of (23), that is, when

$$
\left|\left(U_{1}\right)_{i i}+\left(U_{2}\right)_{i i}(L)_{i j}\right| \leqq \varepsilon \mid \text { right-hand side } \mid .
$$

Here $\varepsilon$ is the floating point precision. If singularity but not inconsistency is present, $y_{i j}$ is set to zero.

SQUINT is written entirely in complex arithmetic. This is done since one has little idea whether the solvents of a general problem are real or complex. Matrix equations related to certain physical systems can, however, be shown to possess all real solvents. For example, the lambda-matrix equation for an overdamped vibrating system has $A, B$ and $C$ real and symmetric, $A$ and $B$ positive definite, $C$ nonnegative definite, and $\left(x^{T} B x\right)^{2}-4\left(x^{T} A x\right)\left(x^{T} C x\right)>0$ for all real vectors $x$. All the eigenvalues and eigenvectors in this case are real and thus so are the solvents.

Garbow [7] has written a complex version of the $Q Z$ as modified by Ward [15], which performs all computations in real arithmetic. Such a program is valuable on any system with real solvents. SQUINT is a general purpose algorithm and thus no advantage is gained by remaining in real arithmetic.

The original QZ algorithm uses Householder transformations to perform the reductions. A Householder matrix is of the form $I+v u^{T}$, where $v^{T} u=-2, v$ is a multiple of $u$ and only selected elements of $u$ are nonzero. Such matrices are symmetric and orthogonal. The complex analogue of a Householder matrix is of the form $I+v u^{H}$, where $v^{H} u=-2$. These matrices are Hermitian and unitary. The $Q Z$ code was rewritten employing these. The end product of the $Q Z$ reduction on two matrices $A_{1}$ and $A_{2}$ is an upper triangular $A_{2}$ and "quasi-triangular" $A_{1}$; that is, $A_{1}$ is upper triangular with $2 \times 2$ blocks on the diagonal representing pairs of complex eigenvalues. The further extraction of the quotients $\left(A_{1}\right)_{i i}\left(A_{2}\right)_{i i}$ is quite complicated. In the complex $Q Z$ case, $A_{1}$ and $A_{2}$ are always upper triangular, and the $2 \times 2$ block problem does not arise. This makes the complex code significantly shorter.

There are two fundamental questions which must be addressed, namely where to start and when to stop. A general matrix equation usually gives no hints about even the existence of a solvent. We therefore use the following initial guess, which is designed merely to provide a rough estimate for the magnitude of a possible solution:

$$
\begin{equation*}
X_{0}=\left[\frac{\|B\|+\sqrt{\|B\|^{2}+4\|A\| \cdot\|C\|}}{2\|A\|}\right] I . \tag{24}
\end{equation*}
$$

The $\infty$-norm is used above because of its easy computability. Note the plus signs in (24). The first plus sign is used to avoid the possibility of $X_{0}=0$. If $B$ were also zero, such a guess produces a singular derivative and an error return. The second plus sign avoids the possibility of a complex $\boldsymbol{X}_{0}$ on a real problem. It is easy to construct examples with real solvents and yet where the square root in (24) produces a complex guess.

Implemented also is a re-initialization strategy. If, in 30 iterations, the initial $X_{0}$ has failed to produce a convergent sequence of iterates, we restart with $X_{31}=(\sqrt{-1}) X_{0}$ to introduce complex iterates. If 30 more iterations also fail, we start again with $X_{61}=C$. If all three guesses fail, we indicate so and stop. There is strong numerical evidence justifying these strategies, and some examples are presented later.

Convergence is declared when the norm of the residual $F\left(X_{n}\right)$ is less than the roundoff error in computing it. In the section on error analysis it is shown that the roundoff error in computing $F(X)$, where $X$ is a solvent, is bounded by

$$
\frac{1}{2} \varepsilon\left[(4 \sqrt{2} n+2)\|A\| \cdot\|X\|^{2}+(2 \sqrt{2} n+2)\|B\| \cdot\|X\|+\|C\|\right]+O\left(\varepsilon^{2}\right) .
$$

The $\varepsilon$ is again the floating-point precision.
As usual, this bound is pessimistic in the sense that it assumes the worst possible roundoff at each step.

The main theorem on the convergence of Newton's method is due to Kantorovich [10], [13].

ThEOREM (Kantorovich). If $\left\|F^{\prime \prime}(X)\right\| \leqq K$ in some closed ball $\bar{U}\left(X_{0}, r\right)$ and $h_{0}=$ $\left(B_{0}\right)\left(\eta_{0}\right)(K) \leqq \frac{1}{2}$ with $\left\|F^{\prime}\left(X_{0}\right)^{-1}\right\| \leqq B_{0}$ and $\left\|X_{1}-X_{0}\right\| \leqq \eta_{0}$, then the Newton sequence starting from $X_{0}$ will converge to a solution $X_{*}$ of $F(X)$ which exists in $\bar{U}\left(X_{0}, r\right)$, provided that

$$
r \geqq r_{0}=\frac{1-\sqrt{1-2 h_{0}}}{h_{0}} \cdot \eta_{0} .
$$

Proof. [See 13, p. 135.] Although the theorem is a powerful theoretical result, as is usually the case in applications, it turns out to be quite restrictive for our purposes. Ideally, we would hope to use this theorem to predict the success of the algorithm starting from a given $X_{0}$. We have produced many examples where the conditions of the theorem are not satisfied, yet the algorithm converges. In fact it is rare that all the above conditions are met. Our experiments indicate that the proposed algorithm converges under much less stringent conditions.
4. Error analysis. We denote by $\mathrm{fl}(x)$ the floating point number which the computer assigns to the real number $x$. For rounding computers, $\mathrm{fl}(x)$ is the floating point number nearest $x$, and for chopping computers $\mathrm{fl}(x)$ is the first floating point number with absolute value less than or equal to $x$. The unit roundoff $u$ is defined as the largest number $m$ such that

$$
\mathrm{f}(1+m)=1
$$

The rounding $u$ is $\frac{1}{2} \varepsilon$ and the chopping $u$ is $\varepsilon$. This machine $\varepsilon$ is the floating point resolution of the machine, or the distance from 1 to the next largest floating point number.

Some standard assumptions are made on real floating point arithmetic. In particular, let $\mathrm{fl}(\mathrm{x} * \mathrm{y})$ denote floating point addition, subtraction, multiplication or division. We assume that

$$
\mathrm{fl}(x * y)=(x * y)(1+\delta) \quad \text { with }|\delta| \leqq u .
$$

Further details on real floating point arithmetic can be found in [6] and [17].
There are similar assumptions for complex arithmetic. These first appeared in Varah [14], and for convenience they are listed here. Let $z_{1}$ and $z_{2}$ be complex numbers. Then

$$
\begin{array}{ll}
\mathrm{fl}\left(z_{1} \pm z_{2}\right)=\left(z_{1} \pm z_{2}\right)(1+\delta), & |\delta| \leqq u \\
\mathrm{fl}\left(z_{1} z_{2}\right)=\left(z_{1} z_{2}\right)(1+\delta), & |\delta| \leqq 2 \sqrt{2} u+O\left(u^{2}\right) \\
\mathrm{fl}\left(z_{1} \div z_{2}\right)=\left(z_{1} \div z_{2}\right)(1+\delta), & |\delta| \leqq 5 \sqrt{2} u+O\left(u^{2}\right)
\end{array}
$$

Wilkinson [17] presents an error analysis for basic matrix addition and multiplication. Under the assumptions on complex arithmetic, it is easy to verify the following.

Lemma. Let $A$ and $B$ be complex square matrices of order $n$. Then

$$
\begin{aligned}
& \mathrm{fl}(A+B)=A+B+E_{1} \quad \text { with }\left\|E_{1}\right\|_{F} \leqq u\|A+B\|_{F} \\
& \mathrm{fl}(A B)=A B+E_{2} \quad \text { with }\left\|E_{2}\right\|_{F} \leqq 2 \sqrt{2} n u\|A\|_{F}\|B\|_{F}+O\left(u^{2}\right) .
\end{aligned}
$$

Having this lemma, we may now establish the roundoff error in computing $F(X)$. We compute $\mathrm{fl}(F(\boldsymbol{X}))$ according to $([(A X) X]+(B X))+C$ and get the following bound.

Theorem. Let $F(X)=A X^{2}+B X+C$. Then

$$
\begin{aligned}
\mathrm{fl}(F(X)) & =F(X)+E \quad \text { with }\|E\|_{F} \\
& \leqq u\left[(4 \sqrt{2} n+2)\|A\|_{F}\|X\|_{F}^{2}+(2 \sqrt{2}+2)\|B\|_{F}\|X\|+\|C\|_{F}\right]+O\left(u^{2}\right) .
\end{aligned}
$$

In this section on perturbation theory, it was shown that roundoff errors in the data can be magnified by $\left\|F^{\prime}(X)^{-1}\right\|_{F}$. We now prove a similar assertion about the solution of $F^{\prime}\left(X_{i}\right)^{-1} F\left(X_{i}\right)$. These results are applications of results in Wilkinson [16] and their extensions in Burris [2]. Throughout, we denote computed quantities with the "hat" notation, all norms used are Frobenius norms and $u$ is the unit roundoff. The expression $a<b$ is used to mean that $a$ and $b$ are on the order of $u$ and $a \leqq b+O\left(u^{2}\right)$. The actual development parallels one in [9] for the problem $A X+X B=C$. Omitted details can be found in [3]. The system we wish to solve is

$$
\left(A X_{i}+B\right) T_{i}+A T_{i} X_{i}=F\left(X_{i}\right)
$$

Step 1. Use the $Q Z$ algorithm to simultaneously triangularize $\left(A X_{i}+B\right)$ and $A$. We calculate a $\hat{U}_{1}$ and $\hat{U}_{2}$, both upper triangular, such that

$$
\begin{gather*}
Q\left(A X_{i}+B+E_{1}\right) Z=\hat{U}_{1}, \\
Q\left(A+E_{2}\right) Z=\hat{U}_{2} \tag{25}
\end{gather*}
$$

and

$$
\begin{gather*}
\left\|E_{1}\right\|<g_{1}(n) u\left\|A X_{i}+B\right\|  \tag{26}\\
\left\|E_{2}\right\|<g_{2}(n) u\|A\|
\end{gather*}
$$

In other words, the exact triangularization is computed for a nearby pair of matrices. Also, $g_{i}(n)$ is a function of $n$ whose exact form in unimportant. Details can be found in [2].

Step 2. Use the $Q Z$ or $Q R$ algorithm to triangularize $X_{i}$. A lower triangular matrix $\hat{L}$ is calculated which satisfies

$$
\begin{equation*}
R^{H}\left(X_{i}+E_{3}\right) R=\hat{L} \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|E_{3}\right\|<g_{3}(n) u\left\|X_{i}\right\| . \tag{28}
\end{equation*}
$$

Step 3. Solve the triangular system. First we take a detailed look at setting up the right-hand side of the triangular system

$$
\begin{equation*}
\hat{U}_{1}\left(Z^{H} T_{i} R\right)+\hat{U}_{2}\left(Z^{H} T_{i} R\right) \hat{L}=\widehat{Q F} \hat{R} . \tag{29}
\end{equation*}
$$

Before any of the triangularizations begin, we must first calculate $F=$ $A X_{i}^{2}+B X_{i}+C$. From the previous analysis it is clear that $F_{1}=F+E_{4}$ is produced with $\left\|E_{4}\right\|<g_{4}(n) u\|F\|$. In the upper triangularization step we do not explicitly form the matrix $\hat{Q}$, but apply it to $F_{1}$ at each stage. Burris guarantees that

$$
\begin{equation*}
\widehat{Q F}=Q\left(F_{1}+E_{5}\right)=Q\left(F+E_{4}+E_{5}\right), \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|E_{5}\right\|<g_{5}(n) u\left\|F+E_{4}\right\| . \tag{31}
\end{equation*}
$$

In the lower reduction step, we actually construct the matrix of transformations $\hat{R}$, that is,

$$
\begin{equation*}
\hat{R}=R+E_{6} \quad \text { with }\left\|E_{6}\right\|<g_{6}(n) u . \tag{32}
\end{equation*}
$$

We emphasize that, although the $Q$ and $R$ matrices are accumulations of unitary transformations, they are handled in two completely different ways. There is never a matrix $\hat{Q}$, only the result $\widehat{Q F}$. $\hat{R}$ is applied to $\widehat{Q F}$ by matrix multiplication. Thus,

$$
\begin{equation*}
\widehat{Q F} \hat{R}=Q\left(F+E_{7}\right) R \quad \text { with }\left\|E_{7}\right\| \leq g_{7}(n) u\|F\| . \tag{33}
\end{equation*}
$$

Now consider the solution of the triangular system. Define $Y_{i}=Z^{H} T_{i} R$ and $\hat{F}=\mathrm{f}(\widehat{Q F} \hat{R})$, and solve

$$
\begin{equation*}
\hat{U}_{1} Y_{i}+\hat{U}_{2} Y_{i} \hat{L}=\hat{F} . \tag{34}
\end{equation*}
$$

Although it is not actually carried out this way, the solution of (34) is the same as the solution of an $n^{2} \times n^{2}$ system with

$$
\begin{aligned}
& \hat{M}=\left(\hat{U}_{1} \otimes I\right)+\left(\hat{U}_{2} \otimes \hat{L}^{T}\right) \\
& y=\left(y_{11}, y_{12}, \cdots, y_{1 n}, y_{21}, \cdots, y_{n n}\right)^{T} \\
& \hat{f}=\left(\hat{f}_{11}, \hat{f}_{12}, \cdots, \hat{f}_{1 n}, \hat{f}_{21}, \cdots, \hat{f}_{n n}\right)^{T} .
\end{aligned}
$$

We have now

$$
\begin{equation*}
\hat{M} y=\hat{f} \tag{35}
\end{equation*}
$$

Solving (35) produces a $\hat{y}$ such that

$$
\begin{equation*}
\left(\hat{M}+E_{8}\right) \hat{y}=\hat{f} \quad \text { with }\left\|E_{8}\right\|<g_{8}(n) u\|\hat{M}\| . \tag{36}
\end{equation*}
$$

Step 4. Translate back. The solution $\hat{T}_{i}$ is obtained by computing $\hat{Z} \hat{Y}_{i} \hat{R}^{H}$, where, as before,

$$
\begin{array}{ll}
\hat{R}^{H}=R^{H}+E_{6}^{H}, & \left\|E_{6}\right\|<g_{6}(n) u, \\
\hat{Z}=Z+E_{9}, & \left\|E_{9}\right\|<g_{9}(n) u .
\end{array}
$$

Thus we compute the solution $\hat{T}_{i}$, where

$$
\begin{equation*}
\hat{T}_{i}=Z\left(Y_{i}+E_{10}\right) R^{H} \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|E_{10}\right\|<g_{10}(n) u\left\|\hat{Y}_{i}\right\| . \tag{38}
\end{equation*}
$$

We seek a bound for the relative error in $T_{i}$. Note that, since $T_{i}=Z Y_{i} R^{H}$, the unitary invariance of the Frobenius norm guarantees that $\left\|T_{i}\right\|=\left\|Y_{i}\right\|$. Manipulation with (37) and (38) shows that

$$
\begin{equation*}
\frac{\left\|T_{i}-\hat{T}_{i}\right\|}{\left\|T_{i}\right\|}<\frac{\left\|Y_{i}-\hat{Y}_{i}\right\|}{\left\|Y_{i}\right\|}+g_{10}(n) u \frac{\left\|\hat{Y}_{i}\right\|}{\left\|Y_{i}\right\|^{.}} \tag{39}
\end{equation*}
$$

Thus it is critical to assess the error in solving the triangular system for $Y_{i}$. Examining some well-known analyses of the solution of triangular systems, we can again make an assumption that $\left\|F^{\prime}(X)^{-1}\right\|\|\Delta F(X)\| \leqq k<1$, to get the bound

$$
\begin{equation*}
\frac{\left\|T_{i}-\hat{T}_{i}\right\|}{\left\|T_{i}\right\|}<\frac{1}{1-k}\left\|F^{\prime}\left(X_{i}\right)^{-1}\right\| g_{12}(n) u\left[5\|A\|\left\|X_{i}\right\|+3\|B\|\right]+\frac{g_{10}(n) u}{1-k} . \tag{40}
\end{equation*}
$$

Details on this phase of the analysis can be found in [3].
The presence of the $\left\|F^{\prime}(X)^{-1}\right\|$ term throughout this paper is of fundamental importance to the study of quadratic matrix equations. In the bound above it is seen that this term has a great effect on the accuracy of the Newton correction $T_{i}$. These corrections, in turn, affect the eventual speed of convergence. Indeed, if the $T_{i}$ are large enough the method may fail to converge at all.

In perturbation theory it was seen that the same $\left\|F^{\prime}(X)^{-1}\right\|$ greatly affects the accuracy of a computed solvent of $F(X)$. Even if the correction $T_{i}$ is computed exactly, the next iterate $X_{i+1}$ may be large due to the size of $\left\|F^{\prime}\left(X_{i}\right)^{-1}\right\|$. If the derivative is nearly singular, no algorithm (including ours) can expect success. It is important to note, however, that the present algorithm is stable. It does not introduce any errors which are not inherent to the problem itself.
5. Examples. To illustrate the behavior of the algorithm on various problems, we present a few examples.

Consider the example mentioned in § 1 on which the $Q Z$ approach fails:

$$
X^{2}+X+\left(\begin{array}{rr}
-6 & -5  \tag{6}\\
0 & -6
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

There are two solvents,

$$
S_{1}=\left(\begin{array}{ll}
2 & 1 \\
0 & 2
\end{array}\right) \quad \text { and } \quad S_{2}=\left(\begin{array}{rr}
-3 & -1 \\
0 & -3
\end{array}\right)
$$

but only one eigenvector, $(1,0)^{T}$. SQUINT converges to $S_{1}$ in 6 iterations.

In Dennis, Traub and Weber [5] are two algorithms for the calculation of dominant solvents. Solvent $S_{1}$ is said to dominate solvents $S_{2}, \cdots, S_{k}$ if all the eigenvalues of $S_{1}$ are greater in modulus than all the eigenvalues of the other $S_{i}$. If no solvent dominates, the algorithm in [5] may fail without further analysis of the problem.

An example is

$$
X^{2}+\left(\begin{array}{rr}
-1 & -6  \tag{41}\\
2 & -9
\end{array}\right) X+\left(\begin{array}{rr}
0 & 12 \\
-2 & 14
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

The solvents have eigenvalue pairs of 1 and 3,1 and 2,1 and 4 , and 2 and 3 , so no solvent dominates. Although [5, algorithm 1] fails, SQUINT produces

$$
S=\left(\begin{array}{ll}
4 & 0 \\
2 & 2
\end{array}\right)
$$

in 9 iterations. We emphasize that the work in [4] and [5] involves polynomials of arbitrary degree, whereas SQUINT was designed only for quadratics. The general degree case is much more complicated.

Finally, problems of the form

$$
\begin{equation*}
X^{2}+X+C=0 \tag{42}
\end{equation*}
$$

were generated in such a way that the complex $n \times n$ Hilbert matrix is a solvent; that is, $S_{i j}=(1 /(i+j-1))+\sqrt{-1}(1 /(i+j-1))$. Table 1 gives the order of the matrix and the number of iterations required by SQUINT to converge. All calculations were due in COMPLEX* 16 arithmetic on a Univac 90/80 computer.

TABLE 1

| Order of the matrix | no. of iterations |
| :---: | :---: |
| 1 | 6 |
| $2,3,4,5$ | 7 |
| $6,7,8,9,10$ | 8 |
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# AN ANALYSIS OF AN INVERSE PROBLEM IN ORDINARY DIFFERENTIAL EQUATIONS 
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#### Abstract

A method is proposed for recovering the matrix $X$ in $u^{\prime}=X u$ when some of the components of $u$ are known. Both continuous and discrete cases are considered, with the latter of most interest for applications. An algorithm is described and numerical examples are given.
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1. Introduction. In this paper we are concerned with the problem of recovering the coefficient matrix $\boldsymbol{X}$ in the linear system of differential equations

$$
\begin{equation*}
\frac{d}{d t} u(t)=X u(t), \quad 0 \leqq t \leqq 1 \tag{1.1}
\end{equation*}
$$

where $k \leqq n$ of the $u_{i}(t)$ are available as tabular functions. A closely related problem is that of fitting exponential functions to data since the solution $u(t)$ to (1.1) clearly has this form. Such exponential fitting is discussed in many places in the literature [2], [6]-[9], [12]-[19] but, as is mentioned in several of these references (e.g., [8, pp. 272-280], [18]), the solution to this problem can be very sensitive to noise. In many applications knowledge of the coefficient matrix $X$ is sought, so we have addressed this problem.

Since the authors are unaware that the problem of determining $\boldsymbol{X}$ has been analyzed before, we begin in § 2 by deriving conditions under which the problem of determining $X$ is well defined. Algorithms are constructed for computing $X$ both when $k=n$ and when $k<n$. These algorithms recover $X$ up to a similarity transformation, uniquely if $k=n$. The more realistic case of discrete data is treated in § 3 ; the arguments use known results on perturbations of linear systems, but application to the inverse problem (1.1) is new. The final section offers some numerical results which illustrate the utility of the algorithms. Only interpolating spline approximations are used since they permit a straightforward verification of the theory of $\S 3$. When $k<n$, the matrix $X$ can always be recovered uniquely by imposing a suitable number of auxiliary conditions. An example of this is also included in $\S 4$.

A major motivation and application of our work comes from problems in linear compartmental analysis which arise in such diverse areas as biology, medicine and engineering. An excellent discussion of the compartmental problem may be found in [14, especially lectures 3 and 4], where the author surveys a class of biological problems leading to systems of the form $\dot{u}=X u$ where $u$ is known and $\boldsymbol{X}$ is desired. There it is assumed that the components of $u$ have somehow been represented satisfactorily by explicit exponential sums

$$
\sigma_{1} e^{\alpha_{1} t}+\cdots+\sigma_{n} e^{\alpha_{n} t}
$$

with distinct $\alpha_{i}$. The Jordan form is diagonal under this assumption and $X$ is obtained by a similarity transformation. In contrast to this approach, our method does not require that the eigenvalues of $X$ be distinct, nor does it require that the data be fit explicitly by exponential sums.

[^23]2. Mathematical preliminaries. In this section $u_{i}$ refers to the $i$ th component of the vector $u$; Greek letters refer to scalars or scalar-valued functions.

From $u^{\prime}=X u$, it follows that $u(t)=e^{X t} u(0)$. For a more useful alternate representation, let $\left\{\lambda_{i}\right\}_{i=1}^{d}$ be the distinct eigenvalues of $X$ with algebraic multiplicities $M_{1}, M_{2}, \cdots, M_{d}$, then $u$ can be written as

$$
\begin{equation*}
u(t)=\sum_{j=1}^{n} f_{j} \phi_{j}(t) \tag{2.1}
\end{equation*}
$$

for some vectors $\left\{f_{j}\right\}$ with $\phi_{1}(t)=e^{\lambda_{1} t}, \cdots, \phi_{M_{1}}(t)=t^{M_{1}-1} e^{\lambda_{1} t}$, etc. Since $\phi_{1}^{\prime}=\lambda_{1} \phi_{1}$, $\phi_{2}^{\prime}=\lambda_{1} \phi_{2}+\phi_{1}$, etc., and $\left\{\phi_{i}\right\}$ is linearly independent over $[0,1], u^{\prime}=X u$ is equivalent to the system

$$
\begin{equation*}
X F=F V \tag{2.2}
\end{equation*}
$$

Here, $F$ is the $n \times n$ matrix with $f_{j}$ in column $j ; V$ has diagonal ( $\lambda_{1}, \cdots, \lambda_{d}$ ), subdiagonal ( $\mu_{2}, \cdots, \mu_{n}$ ) and all other entries zero. Each $\mu_{i} \in\{0,1, \cdots, n-1\}$ and $\mu_{j}=0$ if and only if $j \in\left\{M_{1}, M_{1}+M_{2}, \cdots, n\right\}$. Clearly, $X$ is determined uniquely if and only if

## $F$ is invertible.

While much use is made of (2.3) below, the condition suffers from being dependent on a particular representation of $u$ (in terms of $\left\{\phi_{i}\right\}$ ). A more satisfactory condition can be found by noting that $\left\{\phi_{j}\right\}$ linearly independent implies $F$ is invertible if and only if $\left\{u_{i}(t)\right\}_{i=1}^{n}$ is linearly independent. Since any change of basis from $\left\{\phi_{j}\right\}$ to another representation is via an invertible transformation, it follows that $\boldsymbol{X}$ is determined uniquely if and only if

$$
\begin{equation*}
\left\{u_{i}(t)\right\}_{i=1}^{n} \text { is linearly independent over }[0,1] . \tag{2.4}
\end{equation*}
$$

Note that if $X=S J S^{-1}$ with $J$ in Jordan form, then $u(t)=S e^{J t} S^{-1} u(0)$. Set $v=S^{-1} u$ so that $v(t)=e^{J t} v(0)=\sum g_{j} \phi_{j}(t)$ with $g_{j}=S^{-1} f_{j}$. It follows that $F$ is invertible if and only if $G:=\left[g_{1}, \cdots, g_{n}\right]$ is invertible. Now, if some $\lambda$, say $\lambda_{1}$, appears in more than one Jordan block of $J$, then $t^{M_{1}-1} e^{\lambda_{1} t}$ cannot appear in $v(t)$ (recall that $M_{1}$ is the algebraic multiplicity of $\lambda_{1}$ ). But then $g_{M_{1}}=0$, so $G$, and hence $F$, is not invertible. Thus, the problem is not well defined when $X$ is derogatory.

Next consider the case when only $k$ components of $u$ are known, but still for all $t$. For simplicity, the known components are assumed to be the first $k$. If not all rows of $F$ are known, it is clear from the characterizing equation $X F=F V$ that $X$ cannot be determined. In this situation, we attempt to determine $X$ up to a certain type of similarity transformation, so that at least the eigenvalues can be found. Since a similarity transformation on $X$ is equivalent to a change of basis for $u$, it seems reasonable to restrict attention to those transformations which leave the known components of $u$ unchanged. In particular, with $I_{k}$ the $k$ by $k$ identity, set

$$
\mathscr{S}=\left\{P n \times n, \text { invertible } / P=\left(\begin{array}{cc}
I_{k} & 0  \tag{2.5}\\
P_{1} & P_{2}
\end{array}\right)\right\} .
$$

If $\bar{X}$ is the exact (but unknown) answer, we try to find (or estimate) $X=P \bar{X} P^{-1}$ for some $P \in \mathscr{S}$.

With this goal in mind, we note that if the problem were well defined when $k=n$, i.e., the associated $\bar{F}$ is invertible, then the $n-k$ unknown rows of $\bar{F}$ are arbitrary as long as full rank is maintained. To show this, let $\left[F_{11} F_{12}\right]$ be the $k$ known rows of $\bar{F}$ with
$F_{11} k \times k$. Choose $C_{1} n-k \times k, C_{2} n-k \times n-k$ so that $F=\left(\begin{array}{c}F_{11} \\ C_{1} \\ C_{12} \\ C_{2}\end{array}\right)$ has full rank (any row dependencies in [ $F_{11} F_{12}$ ] would produce a singular $\bar{F}$, so we must have rank [ $F_{11} F_{12}$ ] $=k$ ). If $X=F V F^{-1}, \bar{X}=\bar{F} V \bar{F}^{-1}$, then a simple calculation shows that $F=P \bar{F}$ with $P=\binom{I_{k}}{\left(C_{1} C_{2}\right) \bar{F}^{-1}}$ and hence $X=P \bar{X} P^{-1}$ for $P \in \mathscr{S}$, as desired.

Besides the full rank condition on [ $F_{11} F_{12}$ ], the above analysis assumes that $V$, which depends on the eigenvalues of $\bar{X}$ and their algebraic multiplicities, is known. For this to be so, the functions $\phi_{M_{1}}, \phi_{M_{1}+M_{2}}, \cdots, \phi_{n}$ must appear at least once in the formulas for $u_{1}, \cdots, u_{k}$. For example, if $n=3$ and $k=2$ with $u_{1}(t)=3 e^{-t}-2 e^{-2 t}$, $u_{2}(t)=t e^{-t}$, then the eigenvalues are $-1,-1,-2$. However, if $u_{1}$ alone is given, then only two of the three eigenvalues are apparent. The precise statement for determination of a solution is: $\bar{X}$ is determined to within a similarity transformation in $\mathscr{S}$ if and only if

$$
\begin{equation*}
\operatorname{rank}\left[F_{11} F_{12}\right]=k \tag{2.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { for } 1 \leqq i \leqq k \text { not all } f_{i j}=0, j=M_{1}, M_{1}+M_{2}, \cdots, n . \tag{2.6b}
\end{equation*}
$$

While (2.6b) looks rather odd, its significance is that it characterizes $n$. It also implies that the first $k$ equations of the system $u^{\prime}=X u$ do not uncouple from the remaining $n-k$.

It appears difficult to restate condition (2.6b) in an equivalent manner which is independent of the representation of $u$ in terms of $\left\{\phi_{j}\right\}$. What is needed is a condition which characterizes $n$ and says that information about all $n$ eigenvalues is present in the known data. There is an analogue of (2.6a), viz., $\left\{u_{i}(t)\right\}_{i=1}^{k}$ is linearly independent. This equivalence follows immediately from the linear independence of $\left\{\phi_{j}\right\}$.

Since $\left\{\phi_{j}\right\}$ is not easily recoverable from discrete data, we now introduce an alternate characterization of $X$ from which discretizations can be made. From $u^{\prime}=X u$ it follows that

$$
X \cdot \int_{0}^{t} u(s) d s=u(t)-u(0)
$$

Choose $\left\{s_{i}\right\}_{i=1}^{n}$ distinct in $(0,1]$; then

$$
\begin{equation*}
X A=B \tag{2.7}
\end{equation*}
$$

where

$$
A=\left[\int_{0}^{s_{1}} u(s) d s, \cdots, \int_{0}^{s_{n}} u(s) d s\right], \quad B=\left[u\left(s_{1}\right)-u(0), \cdots, u\left(s_{n}\right)-u(0)\right]
$$

When $k<n$, only the first $k$ rows of $A$ and $B$ can be computed. We now show that if the determination of $X$ is well defined, the known $k$ rows of $A$ are independent.

Theorem 1. Assume $\left\{\int_{0}^{t} \phi_{j}(t) d t\right\}_{j=1}^{n}$ is linearly independent over $\left\{s_{i}\right\}_{i=1}^{n}$. If $k=n$ and (2.3) holds, then $A$ is invertible. If $k<n$ and (2.6) holds, then the first $k$ rows of $A$ are linearly independent.

Proof. If some linear combination of the rows of $A$ vanishes, then from (2.1) for $1 \leqq l \leqq n$

$$
\begin{equation*}
0=\sum_{i=1}^{k} \gamma_{i} \int_{0}^{s_{l}} u_{i}(t) d t=\sum_{j=1}^{n}\left(\sum_{i=1}^{k} \gamma_{i} f_{i j}\right) \psi_{j}\left(s_{l}\right), \tag{2.8}
\end{equation*}
$$

with $\psi_{j}(t):=\int_{0}^{t} \phi_{i}(s) d s$. By assumption these functions are linearly independent over $\left\{s_{l}\right\}$, so $\sum_{i=1}^{k} \gamma_{i} f_{i j}=0,1 \leqq j \leqq n$. Finally, $\left(f_{i j}\right)$ of full rank implies $\gamma_{i}=0,1 \leqq i \leqq k$, as desired.

Note that $\left\{\psi_{j}\right\}_{j=1}^{n}$ linearly independent over $\left\{s_{i}\right\}$ follows if $X$ has real eigenvalues (see, e.g., Meinardus [10, §6.5]). This is the usual situation for the applications mentioned in the introduction. In any case our numerical algorithm discussed in § 3 can monitor this independence so we do not feel this is a critical restriction.

In order to use (2.7) to solve for $X$ when $k<n$, some way is needed to compute the remaining rows of $A$ and $B$. Equivalently, some means must be found for computing $u_{k+1}, \cdots, u_{n}$. This section is concluded with a procedure which uses the known data along with the differential equation to fill in the remaining data. The algorithm requires $n-k$ stages: at stage $s(k \leqq s<n)$ assume (1) $u_{1}, \cdots, u_{s}$ are known; and (2) condition (2.6) holds with $k=s$. To generate $u_{s+1}$, first factor $A^{T}=\left[A_{11} A_{12}\right]^{T}, A_{11} s \times s, A_{12}$ $s \times n-s$, into $Q\left[R^{T} 0\right]^{T}$ with $R s \times s$ and upper triangular, $Q n \times n$ and invertible. This can be done by Gauss elimination (with partial pivoting) or a $Q R$ factorization (with $Q$ orthogonal). Set $C=Q^{-1} B^{T}$ and partition $C$ into ( $\left(C_{1}^{C_{2}}\right)$ with $C_{1} s \times s, C_{2} n-s \times s$. Solve $R X_{11}^{T}=C_{1}$ for $X_{11}=\left(x_{i j}\right), s \times s$. Choose $J$ so that $\left\|C_{2} e_{j}\right\|_{2}=\max _{j}\left\|C_{2} e_{j}\right\|_{2}\left(\|y\|_{2}^{2}:=\sum y_{i}^{2}, e_{j}\right.$ is column $j$ of the identity matrix of appropriate size). Finally define $u_{s+1}=$ $u_{J}^{\prime}-\sum_{j=1}^{s} x_{J j} u_{j}$.

THEOREM 2. If the underlying problem is well defined, i.e., (2.6) holds, then the above algorithm is well defined.

Proof. The argument is by induction on $s$. For $s=k$ the assumptions follow from (2.6). Assuming that the algorithm works up to stage $s$, we must show the above steps are valid and that the resulting $u_{1}, \cdots, u_{s+1}$ satisfy (2.6). From (2.7),

$$
\left(\begin{array}{ll}
A_{11}^{T} & A_{21}^{T} \\
\boldsymbol{A}_{12}^{T} & A_{22}^{T}
\end{array}\right)\binom{\boldsymbol{X}_{11}^{T}}{\boldsymbol{X}_{12}^{T}}=\binom{B_{1}^{T}}{B_{2}^{T}},
$$

with $X$ partitioned as is $A$. Since $X$ is characterized only up to a change of variables for $u_{k+1}, \cdots, u_{n}$, the last $n-k$ rows of $A$ are arbitrary as long as full rank is maintained. In particular, at stage $s$ the blocks $A_{21}^{T}$ and $A_{22}^{T}$ are arbitrary, and after the factorization,

$$
\left(\begin{array}{cc}
R & \tilde{A}_{21}^{T} \\
0 & \tilde{A}_{22}^{T}
\end{array}\right)\binom{X_{11}^{T}}{X_{12}^{T}}=\binom{C_{1}}{C_{2}} .
$$

The arbitrariness of $A_{21}, A_{22}$ is equivalent (through the invertible matrix $Q$ ) to arbitrariness of $\tilde{A}_{21}, \tilde{A}_{22}$. Set $\tilde{A}_{21}=0$ so that $X_{11}^{T}=R^{-1} C_{1}$. Then rank $\left[A_{11} A_{12}\right]=s$ (from the induction hypotheses and Theorem 1) implies $R$ is invertible, so $X_{11}$ is uniquely determined. Choose $J$ as described. Not all the $C_{2} e_{j}=0$, since otherwise $X_{12}=0$, which implies the differential equation $u^{\prime}=\boldsymbol{X} u$ uncouples into an $s \times s$ system in violation of (2.6b). Thus, we have $C_{2} e_{J} \neq 0$. Let $\tilde{A}_{22}^{T}$ have first column $C_{2} e_{J}$, with the remaining columns chosen so that $\tilde{\boldsymbol{A}}_{22}$, and thus $A$, is invertible. Then, $\tilde{\boldsymbol{A}}_{22}^{T} \boldsymbol{X}_{12}^{T}=C_{2}$ implies $X_{12}^{T} e_{J}=e_{1}$; i.e., row $J$ of $X_{12}$ is $e_{1}$. From row $J$ of $u^{\prime}=X u$ it then follows that $u_{s+1}=u_{J}^{\prime}-\sum_{j=1}^{s} x_{j i} u_{j}$. To complete the proof, it is necessary to show that the $F$ matrix corresponding to the new data $u_{1}, \cdots, u_{s+1}$ satisfies (2.6). The first $s$ components have been unchanged by the above process, only the new variable $u_{s+1}$ has been added. Equivalently, only a new row has been added to $F$; the first $s$ rows remain unchanged from the previous stage. Condition (2.6b) follows trivially. For (2.6a), if rank [ $F_{11} F_{12}$ ]< $s+1$, then the newly added row must be dependent on the others. Equivalently,
$u_{s+1}=\sum_{i=1}^{s} \gamma_{i} u_{i}$ with at least one $\gamma_{i}$ nonzero. Since some of the $X$ entries change in proceeding from stage $s$ to stage $s+1$, we use a circumflex to indicate the values at the beginning of stage $s$. Similarly, $\hat{u}_{s+1}, \cdots, \hat{u}_{n}$ are the variables (known only implicitly) at the start of stage $s$. Then $J \leqq s$ implies

$$
u_{J}^{\prime}=\sum_{j=1}^{n} \hat{x}_{J i} \hat{u}_{j}=\sum_{j=1}^{s} x_{J j} u_{j}+\sum_{j=s+1}^{n} \hat{x}_{J j} \hat{u}_{j} .
$$

But at the end of stage $s$

$$
u_{J}^{\prime}=u_{s+1}+\sum_{j=1}^{s} x_{J j} u_{j}=\sum_{j=1}^{s}\left(\gamma_{j}+x_{J_{j}}\right) u_{j}
$$

which implies

$$
\sum_{i=s+1}^{n} \hat{x}_{J j} \hat{u}_{j}=\sum_{j=1}^{s} \gamma_{j} u_{j}=\sum_{j=1}^{s} \gamma_{j} \hat{u}_{j}, \quad \text { not all } \gamma_{j} \text { zero, }
$$

in contradiction to the assumed linear independence of variables at the start of this stage.
3. Discrete data. In applications $u$ can only be measured at discrete data points, say $\left\{t_{i}\right\}, 1 \leqq i \leqq m$. In order to apply the method suggested by (2.7) to estimate $X$, some closed form approximation $\hat{u}$ to $u$ is needed. Thus, the first step of our algorithm is to construct approximations $\hat{u}_{i}$ to $u_{i}, 1 \leqq i \leqq k$. The choice for the type of approximation used is irrelevant to the theory of this section as it is only necessary for $\hat{u}$ to be sufficiently close to $u$.

When $k=n$, i.e., data are known for all components, a straightforward analogue of (2.7) is used to compute an approximation $\hat{\boldsymbol{X}}$ to $\boldsymbol{X}$.

Algorithm I.
(1) Compute $\hat{u}_{i}(t)$, an approximation to $u_{i}(t)(1 \leqq i \leqq n)$, based on the given data $\left\{u\left(t_{j}\right)\right\}$.
(2) Set $s_{i}=i / n, 1 \leqq i \leqq n$, and form the matrices

$$
\hat{A}=\left[\int_{0}^{s_{1}} \hat{u}(s) d s, \cdots, \int_{0}^{s_{n}} \hat{u}(s) d s\right], \quad \hat{B}=\left[\hat{u}\left(s_{1}\right)-\hat{u}(0), \cdots, \hat{u}\left(s_{n}\right)-\hat{u}(0)\right] .
$$

(3) Solve $\hat{X} \hat{A}=\hat{B}$ (by solving $\hat{A}^{T} \hat{X}^{T}=\hat{B}^{T}$ for the $n$ columns of $\hat{X}^{T}$ ).

For the following error analysis the vector norm $\|\cdot\|_{2}$ defined earlier, with associated map norm $\|\cdot\|_{2}$ for matrices, and Frobenius norm $\|X\|_{F}:=\operatorname{sqrt}\left(\sum \sum x_{i j}^{2}\right)$ are used. In addition, we need $\left\|u_{i}\right\|_{t}:=\max _{t}\left|u_{i}(t)\right|$ and $\|u\|_{2, t}:=\operatorname{sqrt}\left(\sum\left\|u_{i}\right\|_{t}^{2}\right)$.

Bounds on the error $\boldsymbol{X}-\hat{\boldsymbol{X}}$ follow from standard perturbation results for linear systems [5], [11]. We assume, henceforth, that the underlying continuous problem is well defined so that the matrix $\boldsymbol{A}$ in (2.7) is invertible. It is first necessary to bound the perturbations in $A$ and $B$; the proof of the following lemma is just a simple calculation.

Lemma.

$$
\begin{array}{ll}
\left\|\left(A^{T}-\hat{A}^{T}\right) e_{i}\right\|_{2}^{2} \leqq n\left\|u_{i}-\hat{u}_{i}\right\|_{t}^{2}, & 1 \leqq i \leqq n, \\
\|A-\hat{A}\|_{F} \leqq \sqrt{n}\|u-\hat{u}\|_{2, t} & \\
\left\|\left(B^{T}-\hat{B}^{T}\right) e_{i}\right\|_{2}^{2} \leqq 4 n\left\|u_{i}-\hat{u}_{i}\right\|_{t}^{2}, & 1 \leqq i \leqq n, \\
\|B-\hat{B}\|_{F} \leqq 2 \sqrt{n}\|u-\hat{u}\|_{2, t} &
\end{array}
$$

Theorem 3. If $\|u-\hat{u}\|_{2, t}<1 /\left(\sqrt{n}\left\|A^{-1}\right\|_{2}\right)$, then
(1) $\hat{A}$ is invertible;
(2) for $i=1,2, \cdots, n$,

$$
\frac{\left\|X^{T} e_{i}-\hat{X}^{T} e_{i}\right\|_{2}}{\left\|X^{T} e_{i}\right\|_{2}} \leqq M\left\{\frac{2}{\left\|B^{T} e_{i}\right\|_{2}}+\frac{1}{\left\|\boldsymbol{A}^{T} e_{i}\right\|_{2}}\right\}\|u-\hat{u}\|_{2, t}
$$

where

$$
M=\frac{\sqrt{n}\|A\|_{2}\left\|A^{-1}\right\|_{2}}{1-\sqrt{n}\left\|A^{-1}\right\|_{2} \cdot\|u-\hat{u}\|_{2, t}} .
$$

The bound in this theorem assumes $B^{T} e_{i} \neq 0$ or equivalently $X^{T} e_{i} \neq 0$. If $X^{T} e_{i}=0$, then an analogous bound can be established on the absolute error $\left\|\hat{X}^{T} e_{i}\right\|_{2}$.

For $k<n$, new approximate data $\hat{u}_{k+1}, \cdots, \hat{u}_{n}$ are generated by a procedure analogous to that described at the close of $\S 2$, with $\hat{u}, \hat{A}, \hat{B}$ replacing $u, A, B$ respectively. The first two steps of the algorithm proceed as in the $k=n$ case, except that only the first $k$ rows of $\hat{A}, \hat{B}$ and the first $k$ components of $\hat{u}$ are computed. Then $n-k$ stages of Algorithm II are performed, viz., at stage $s(k \leqq s<n)$ :

Algorithm II.
(1) Factor $\hat{A}$ into $\hat{Q}\left[\hat{R}^{T} 0\right]^{T}$ with $\hat{R} s$ by $s$, upper triangular.
(2) Partition $\hat{C}:=\hat{Q}^{-1} \hat{B}^{T}$ into ( $C_{C_{2}}$ ) with $\hat{C}_{1} s \times s$.
(3) Solve $\hat{R} \hat{X}_{11}=\hat{C}_{1}$ for $\hat{X}_{11}=\left(\hat{x}_{i j}\right) s \times s$.
(4) Choose $J$ so that $\left\|\hat{C}_{2} e_{J}\right\|_{2}=\max _{j}\left\|\hat{C}_{2} e_{j}\right\|_{2}$ and define

$$
\hat{u}_{s+1}=\hat{u}_{J}^{\prime}-\sum_{j=1}^{s} \hat{x}_{J j} \hat{u}_{j} .
$$

Once data are known for all components, Algorithm I can be used to construct $\hat{\boldsymbol{X}}$. For most classes of approximating functions $\hat{u}$, accuracy can be lost at each stage of Algorithm II due to the $\hat{u}_{j}^{\prime}$ term in the new data $\hat{u}_{s+1}$.

If $\|u-\hat{u}\|_{2, t}$ is sufficiently small, then standard perturbation results from linear algebra can be used to demonstrate that Algorithm II is well defined by following the argument in Theorem 2. This assumes the new data generated are also sufficiently accurate, which depends on the type of approximation being used. When $k=n$, Theorem 3 holds for any kind of approximation $\hat{u}$ to $u$.
4. Numerical examples. To use the algorithms of the preceding section, some choice must be made for the form of $\hat{u}$. In order to demonstrate rates of convergence which verify the theory, interpolating spline approximations have been used. In practice the data will not be sufficiently accurate for this, so some kind of smoothing is advised. Polynomial splines for each $\hat{u}_{i}$ are easy to calculate and manipulate, so we have used these. For algorithms and analysis of interpolating polynomial splines see de Boor [3, Chapts. 3-6, 13]. This reference also discusses smoothing and least squares splines which may be used when the data is noisy.

We begin this section with specific error bounds for general $k$ when cubic interpolating splines are used. The bound (4.3) is well known; however, its application (Theorem 4) is new. If end conditions like those incorporated into the code in [4] are used, then it is known [16] that for $u$ sufficiently smooth (here $u(t)=e^{X t} u(0)$ is smooth) there is a constant $K$, independent of the data spacing, such that for each component $i$

$$
\begin{equation*}
\left\|D^{p}\left(u_{i}-\hat{u}_{i}\right)\right\|_{t} \leqq K h^{4-p}, \quad 0 \leqq p \leqq 4 . \tag{4.1}
\end{equation*}
$$

Here $h:=\max \left(t_{j+1}-t_{j}\right), D^{p}$ is the $p$ th derivative operator and it is assumed the mesh is quasi-uniform; i.e., $\max \left(t_{j+1}-t_{j}\right) / \min \left(t_{j+1}-t_{j}\right)$ can be bounded by one constant for all $\left\{t_{j}\right\}$ considered. It then follows that as $h \rightarrow 0$

$$
\begin{equation*}
\left\|u_{i}-\hat{u}_{i}\right\|_{t}=O\left(h^{4}\right), \quad 1 \leqq i \leqq k \tag{4.2}
\end{equation*}
$$

To construct data for the remaining $n-k$ components, use Algorithm II. Since at each stage the new component $\hat{u}_{s+1}$ depends on $\hat{u}_{J}^{\prime}$, it follows from (4.1) that one power of $h$ in the error bound is lost for each stage, i.e., as $h \rightarrow 0$,

$$
\begin{equation*}
\left\|u_{i}-\hat{u}_{i}\right\|_{t}=O\left(h^{4+k-i}\right), \quad k<i \leqq n . \tag{4.3}
\end{equation*}
$$

If $n-k \geqq 4, \hat{u}$ will not converge to $u$ when cubic splines are used. Fortunately, in most applications $n$ is small.

The bound on $X-\hat{X}$ when $k=n$ follows directly from (4.2) and Theorem 3; when $k<n$, observe that at stage $s$ of Algorithm II the $s \times s$ principal minor of $\hat{X}$ is unchanged. At the initial stage $s=k$, the perturbations in the matrices used to characterize this minor are $O\left(h^{4}\right)$ from (4.2). At the next stage the perturbations can be $O\left(h^{3}\right)$ since $\hat{u}_{k+1}$ has error $O\left(h^{3}\right)$. Proceeding inductively one can establish

Theorem 4. If $k=n$ and $\hat{X}$ is the output of Algorithm I , then as $h \rightarrow 0$

$$
\begin{equation*}
\|X-\hat{X}\|_{F}=O\left(h^{4}\right) . \tag{4.4}
\end{equation*}
$$

If $k<n$ and $\hat{X}$ is the output of Algorithm II and I, then there is a matrix $X=P \bar{X} P^{-1}$, $P \in \mathscr{S}, \bar{X}$ the exact (but unknown) answer, such that as $h \rightarrow 0$

$$
\left|x_{i j}-\hat{x}_{i j}\right|=O\left(h^{4}\right), \quad 1 \leqq i, j \leqq k
$$

For $s=k+1, \cdots, n$,

$$
\left|x_{i j}-\hat{x}_{i j}\right|=O\left(h^{4+k-s}\right), \quad\left\{\begin{array}{l}
i=s, \quad j \leqq s \\
j=s, \quad i \leqq s
\end{array}\right.
$$

One modification of Algorithm II produces more accurate approximations (asymptotically), at least for $k>1$. Rather than produce new data in merely one component at each stage, generate data in $l$ components, where $l$ is the maximum number of linearly independent columns of $\hat{C}_{2}$. Then set

$$
u_{s+i}=u_{I(i)}^{\prime}-\sum_{j=1}^{s} x_{I(i), j} u_{j}, \quad 1 \leqq i \leqq l,
$$

where $I(i)$ is the index of the $i$ th independent column of $\hat{C}_{2}$. This approach has the advantage of higher accuracy (since fewer derivatives are needed to compute $u_{k+1}, \cdots, u_{n}$ ) but has the obvious disadvantage that it requires a means of determining linear independence. Since it is possible to have examples where $l=1$ at each stage, we have used Algorithm II as given above.

For a completely different approach for generating new data, Allen-Wright [1] have proposed a variant of Prony's method. For equally spaced data with spacing $h, u\left(t_{i+1}\right)=e^{X h} u\left(t_{i}\right)$ implies

$$
\begin{equation*}
u\left(t_{i+n-1}\right) C_{1}+\cdots+u\left(t_{i}\right) C_{n}=-u\left(t_{i+n}\right) \tag{4.5}
\end{equation*}
$$

where $t^{n}+C_{1} t^{n-1}+\cdots+C_{n}$ is the characteristic polynomial for $e^{X h}$. If sufficient data exist, viz., $(m-n) k \geqq n$, an overdetermined system results for $\left\{C_{i}\right\}$. Choose $\left\{u_{i}\left(t_{j}\right)\right\}$,
$k<i \leqq n, 1 \leqq j \leqq n$ so that $\left(u_{i}\left(t_{j}\right)\right), 1 \leqq i \leqq n, 1 \leqq j \leqq n$ has full rank. Then (4.5) is used to compute $u_{i}\left(t_{j}\right)$ when $i>k$ and $j>n$. For discrete data one uses $\hat{u}$ rather than $u$. While this idea can be extended to the case of non-equally spaced data, it suffers from the fact that the coefficient matrix associated with (4.5) can be ill-conditioned. It appears that the condition number is $O\left(1 / h^{n-k}\right)$ as $h \rightarrow 0$. However, if the data are quite accurate and equally spaced, then this method produces good results.

We note that the condition that $F$ be of full rank and $\left\{\int_{0}^{t} \phi_{j}(t) d t\right\}$ be linearly independent over $\left\{s_{i}\right\}$ can be monitored by our algorithm. The violation of either assumption will produce a rank deficient $A$. Since the linear system solver in [4] provides condition number estimates, dependence can be tested. In fact, the condition number estimate provides a measure of the sensitivity of the answers to uncertainties in the data, which is useful to know.

This section is concluded with two numerical examples to illustrate our algorithms for recovering $\boldsymbol{X}$. All calculations were done on an IBM 3032 in REAL*8 arithmetic.

Let $X_{k}$ denote the $k \times k$ principal minor of $X$ and $\delta X_{k}=X_{k}-\hat{X}_{k}$. As a measure of the size of $\delta X_{k}$, we use $\left\|\delta X_{k}\right\|_{F}$. As our first example we consider

$$
u=\left(\begin{array}{c}
3-e^{-t}-e^{t} \\
3 e^{-t}+e^{t} \\
1-e^{t}
\end{array}\right)
$$

for $0 \leqq t \leqq 1$, which has the solution

$$
X=\left(\begin{array}{rrr}
-0.6 & 0.2 & 1.8 \\
0.8 & -0.6 & -2.4 \\
-0.4 & -0.2 & 1.2
\end{array}\right) .
$$

In Table 1, we tabulate the error $\left\|\delta X_{k}\right\|_{F}$ for various values $m$. In this case $h=1 / m$. The "exact" answer $X$ used for $k<n$ is the computed $\hat{X}$ corresponding to $m=128$. The largest condition number was $O\left(10^{3}\right)$.

TAble 1

| $m=3$ |  | $k=2$ |  | $k=1$ |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\\|\delta X_{3}\right\\|_{F}$ | $\left\\|\delta X_{2}\right\\|_{F}$ | $\left\\|\delta X_{3}\right\\|_{F}$ | $\left\\|\delta X_{1}\right\\|_{F}$ | $\left\\|\delta X_{2}\right\\|_{F}$ | $\left\\|\delta X_{3}\right\\|_{F}$ |
| 4 | $.13 \times 10^{-1}$ | $.13 \times 10^{-2}$ | $.42 \times 10^{0}$ | $.48 \times 10^{-3}$ | $.49 \times 10^{-1}$ | $.97 \times 10^{0}$ |
| 8 | $.10 \times 10^{-3}$ | $.88 \times 10^{-4}$ | $.11 \times 10^{1}$ | $.29 \times 10^{-5}$ | $.45 \times 10^{-2}$ | $.81 \times 10^{-1}$ |
| 16 | $.15 \times 10^{-5}$ | $.77 \times 10^{-5}$ | $.15 \times 10^{-2}$ | $.17 \times 10^{-6}$ | $.47 \times 10^{-3}$ | $.17 \times 10^{-1}$ |
| 32 | $.59 \times 10^{-7}$ | $.56 \times 10^{-6}$ | $.17 \times 10^{-3}$ | $.22 \times 10^{-7}$ | $.54 \times 10^{-4}$ | $.40 \times 10^{-2}$ |

As our second example, we use

$$
u=\binom{e^{-t}+e^{-2 t}}{e^{-t}-e^{-2 t}},
$$

which has the solution

$$
\bar{X}=\left(\begin{array}{rr}
-1.5 & 0.5 \\
0.5 & -1.5
\end{array}\right)
$$

The results are given in Table 2.

TABLE 2

| $m$ | $k=2$ |  | $k=1$ |  |
| ---: | :---: | :---: | :--- | :---: |
|  | $\left\\|\delta X_{2}\right\\|_{F}$ | $\left\\|\delta X_{1}\right\\|_{F}$ | $\left\\|\delta X_{2}\right\\|_{F}$ |  |
| 4 | $.49 \times 10^{-1}$ | $.52 \times 10^{-3}$ | $.22 \times 10^{0}$ |  |
| 8 | $.17 \times 10^{-3}$ | $.53 \times 10^{-4}$ | $.48 \times 10^{-1}$ |  |
| 16 | $.47 \times 10^{-5}$ | $.43 \times 10^{-5}$ | $.71 \times 10^{-2}$ |  |
| 32 | $.27 \times 10^{-6}$ | $.29 \times 10^{-6}$ | $.95 \times 10^{-3}$ |  |

The original matrix of coefficients $\bar{X}$ can be recovered from our computed

$$
\hat{X}=\left(\begin{array}{rr}
-1.4182431 & 1.0000000 \\
0.24331553 & -1.5817550
\end{array}\right), \quad k=1
$$

by imposing some auxiliary conditions. Recalling that $X=P \times P^{-1}$ where $P$ is of the form

$$
P=\left(\begin{array}{cc}
1 & 0 \\
P_{1} & P_{2}
\end{array}\right)
$$

we see that

$$
\begin{aligned}
& \bar{x}_{11}=x_{11}-\frac{p_{1} x_{12}}{p_{2}}, \\
& \bar{x}_{12}=\frac{x_{12}}{p_{2}}, \\
& \bar{x}_{21}=p_{1} x_{11}+p_{2} x_{21}-\frac{p_{1}^{2} x_{12}}{p_{2}}-p_{1} x_{22}, \\
& \bar{x}_{22}=\frac{p_{1} x_{12}}{p_{2}}+x_{22} .
\end{aligned}
$$

If we require that $\bar{x}_{12}=\bar{x}_{21}, u_{2}(0)=0$ and $\bar{x}_{12}>0$ uniquely determines

$$
p_{1}=0.1635, \quad p_{2}=2.0000
$$

and hence, correct to four digits, we have the following approximation to $\bar{X}$ :

$$
\left(\begin{array}{rr}
-1.4997 & 0.4996 \\
0.4995 & -1.4993
\end{array}\right) .
$$
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# COMPUTING OPTIMAL LOCALLY CONSTRAINED STEPS* 
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#### Abstract

In seeking to solve an unconstrained minimization problem, one often computes steps based on a quadratic approximation $q$ to the objective function. A reasonable way to choose such steps is by minimizing $q$ constrained to a neighborhood of the current iterate. This paper considers ellipsoidal neighborhoods and presents a new way to handle certain computational details when the Hessian of $q$ is indefinite, paying particular attention to a special case which may then arise. The proposed step computing algorithm provides an attractive way to deal with negative curvature. Implementations of this algorithm have proved very satisfactory in the nonlinear least-squares solver NL2SOL.
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1. Introduction. Many unconstrained minimization algorithms employ a sequence of quadratic approximations $\varphi_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=0,1,2, \cdots$ to the objective function $\varphi^{*}: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Using them, they determine a sequence $x_{0}, x_{1}, x_{2}, \cdots$ of points which (usually) are ever better approximations to a local minimizer $x^{*}$ of $\varphi^{*}$. Given the current iterate $x=x_{i}$ and quadratic model $\varphi=\varphi_{i}$, these algorithms usually compute the next iterate $x_{+}=x_{i+1}$ in one of two ways. Either they determine a Newton step $s$ such that $\varphi(x+s)$ is minimized, then set $x_{+}=x+\lambda s$, where $\lambda>0$ is chosen so that $\varphi^{*}(x+\lambda s)$ $<\varphi^{*}(x)$, or they choose a neighborhood $N=N_{i}$ of 0 and a point $s^{*} \in N$ which minimizes $\varphi(x+s)$ over $s \in N$, and they set $x_{+}=x+s^{*}$, having taken care in choosing $N$ that $\varphi^{*}\left(x+s^{*}\right)<\varphi^{*}(x)$. Algorithms of the latter sort have an intuitive appeal: $\varphi$ often approximates $\varphi^{*}$ well only in a neighborhood of $x$, and these algorithms attempt to achieve the maximum function reduction possible on an educated guess at such a neighborhood. This paper concerns itself with choosing $s^{*}$ in this sort of algorithm, given $x$ and an $N$ of the reasonable form described below. Since we can expect the quadratic approximation $\varphi$ to $\varphi^{*}$ only to be accurate in a neighborhood $x+N$ of the current iterate $x$, we shall refer to a point $s^{*}$ that minimizes $\varphi(x+s)$ subject to $s \in N$ as an optimal locally constrained (OLC) step.

Suppose now that we have $g \in \mathbb{R}^{n}$ and a symmetric $n \times n$ matrix $H \in \mathbb{R}^{n \times n}$ such that $\varphi(x+s)=\varphi^{*}(x)+g^{T} s+\frac{1}{2} s^{T} H s$. (We regard vectors as column vectors and use superscript $T$ for "transpose". Superscript $-T$ means "inverse transpose".) Of course, we have in mind that $g \doteq \nabla \varphi^{*}(x)$ and $H \doteq \nabla^{2} \varphi^{*}(x)$ in a suitable sense. We lose no generality in assuming $x=0$ and $\varphi^{*}(x)=0$, so that

$$
\begin{equation*}
\varphi(s)=g^{T} s+\frac{1}{2} s^{T} H s . \tag{1.1}
\end{equation*}
$$

For the rest of this paper we assume that $N$ has the form

$$
\begin{equation*}
N=\left\{y \in \mathbb{R}^{n}:\|D y\| \leqq \delta\right\}, \tag{1.2}
\end{equation*}
$$

where $D \in \mathbb{R}^{n \times n}$ is nonsingular, $\|\cdot\|$ denotes the Euclidean norm $\|\cdot\|_{2}$ (i.e., $\|y\|=$ $\left.\left(y^{T} y\right)^{1 / 2}\right)$, and $\delta>0$. Some of the algebra below is simpler if $D$ is the identity matrix $I$. It

[^24]is possible, in effect, to arrange this by a change of variables. Let
\[

$$
\begin{gather*}
\tilde{s}=D s,  \tag{1.3a}\\
\tilde{g}=D^{-T} g,  \tag{1.3b}\\
\tilde{H}=D^{-T} H D^{-1},  \tag{1.3c}\\
\tilde{N}=\left\{y \in \mathbb{R}^{n}:\|y\| \leqq \delta\right\}, \tag{1.3d}
\end{gather*}
$$
\]

and

$$
\begin{equation*}
\tilde{\varphi}(\tilde{s})=\tilde{g}^{T} \tilde{s}+\frac{1}{2} \tilde{s}^{T} \tilde{H} \tilde{s} \tag{1.3e}
\end{equation*}
$$

Then $\varphi(s)=\tilde{\varphi}(\tilde{s})$ and $s \in N$ if and only if $\tilde{s} \in \tilde{N}$, so in proofs we may just as well deal with $\tilde{\varphi}$ and $\tilde{N}$, for which $\tilde{D}=I$, as with $\varphi$ and $N$. Therefore we may assume without loss of generality in the proofs below that $D=I$. It is often useful in practice to choose $D \neq I$, e.g., to reflect scale in the components of $s$, so we leave $D$ in the statements of some results.

Some of the proofs below are simpler if $H$ is a diagonal matrix. We may assume this without losing generality, because we can also arrange for it, in effect, by changing variables. Specifically, since $\tilde{H}$ is symmetric, there exists an orthogonal matrix $U \in \mathbb{R}^{n \times n}$ such that $H=U \tilde{H} U^{T}$ is diagonal with nonincreasing diagonal elements. Thus if $\tilde{\tilde{g}}=U \tilde{g}$, $\tilde{\tilde{\varphi}}(\tilde{\tilde{s}})=\tilde{\tilde{g}}^{T} \tilde{\tilde{s}}+\frac{1}{2} \tilde{\tilde{s}}^{T} \tilde{H} \tilde{\tilde{s}}$, and $\tilde{\tilde{s}}=U \tilde{s}$, then $\tilde{\tilde{\varphi}}(\tilde{\tilde{s}})=\tilde{\varphi}(\tilde{s})$ and $\tilde{\tilde{s}} \in \tilde{N}$ if and only if $\tilde{s} \in \tilde{N}$.

In many applications $H$ is positive definite. In others, however, $H$ may have one or more nonpositive eigenvalues. This may happen, for instance, when $H$ comes from the "augmented model" in the NL2SOL algorithm [DenGW80]. We therefore consider the general case where $H$ may be indefinite. The scheme we are discussing thus provides an appealing way to deal with negative curvature.

In the next section we show that an OLC step $s^{*}$ satisfies $\left(H+\alpha D^{T} D\right) s=-g$ for some $\alpha \geqq 0$ such that $H+\alpha D^{T} D$ is positive semidefinite. Our treatment differs from that of Goldfield, Quandt and Trotter [GolQT66] in that we consider the special case where $H+\alpha D^{T} D$ is (nearly) singular. This case requires special handling, which we discuss in § 3 . In § 4 we give a complete algorithm for computing $s^{*}$, and we discuss numerical experience with it in § 5 .

The present work builds on that of many others. Among the first papers to consider computing an OLC step was that of Marquardt [Mar63], in which $\varphi^{*}$ was a nonlinear sum of squares. (The paper of Levenberg [Lev44] that is often mentioned in the same breath actually considers a somewhat different step, one that minimizes $\varphi(x+s)+$ $\|D s\|^{2}$.) Goldfeld, Quandt and Trotter considered a general $\varphi^{*}$ but restricted themselves to the case where $H+\alpha D^{T} D$ is positive definite. Hebden [Heb73] gave an interesting algorithm that computes a good approximation to $s^{*}$ when $H+\alpha D^{T} D$ is sufficiently positive definite and that otherwise computes what often would be a reasonable step. Moré [Mor78] refined Hebden's scheme and specialized it to a good algorithm for the case where $\varphi^{*}$ is a sum of squares. The algorithm we give in $\S 4$ incorporates Moré's refinements of Hebden's scheme along with a new, often more reasonable way to handle the case of a (nearly) singular $H+\alpha D^{T} D$. When specialized to least-squares problems, the new algorithm computes the same step as does Moré's, but may expend less work in the special case.
2. Characterizing $s^{*}$. The following characterization of an OLC step $s^{*}$ lies at the heart of the algorithm in $\S 4$ for approximating $s^{*}$.

Theorem 2.1. If $\varphi$ and $N$ are given by (1.1) and (1.2), i.e., $\varphi(s):=g^{T} s+\frac{1}{2} s^{T} H s$ and $N:=\left\{y \in \mathbb{R}^{n}:\|D y\| \leqq \delta\right\}$ with $\delta>0$, then $s^{*} \in N$ minimizes $\varphi(s)$ over $s \in N$ if and only if
there exists $\alpha^{*} \geqq 0$ such that $H+\alpha^{*} D^{T} D$ is positive semidefinite,

$$
\begin{equation*}
\left(H+\alpha^{*} D^{T} D\right) s^{*}=-g, \tag{2.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D s^{*}\right\|=\delta \quad \text { if } \alpha^{*}>0 \tag{2.1b}
\end{equation*}
$$

This $\alpha^{*}$ is unique.
Proof. Without loss of generality, $D=I, H=\operatorname{diag}\left(h_{1}, \cdots, h_{n}\right)$ with $h_{1} \geqq h_{2} \geqq$ $\cdots \geqq h_{n}$, and (2.1) has the form

$$
\begin{equation*}
\left(H+\alpha^{*} I\right) s^{*}=-g \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|s^{*}\right\|=\delta \text { if } \alpha^{*}>0 \tag{2.2b}
\end{equation*}
$$

(Only if). Suppose $s^{*}$ minimizes $\varphi$ over $N$. By the second-order necessary conditions in Theorem 4 of [McC76], there exists $\alpha^{*} \geqq 0$ such that (2.2a) holds and either $\alpha^{*}=0,\left\|s^{*}\right\| \leqq \delta$, and $H$ is positive semidefinite, or else $\alpha^{*}>0,\left\|s^{*}\right\|=\delta$, and

$$
\begin{equation*}
y^{T}\left(H+\alpha^{*} I\right) y \geqq 0 \quad \text { for all } y \in \mathbb{R}^{n} \text { with } y^{T} s^{*}=0 . \tag{2.3}
\end{equation*}
$$

The "only if" assertion thus holds if $\alpha^{*}=0$, so assume $\alpha^{*}>0$. In this case (2.3) implies that $H+\alpha^{*} I$ has at most one negative eigenvalue, so $h_{i} \geqq-\alpha^{*}$ for $i<n$ and we must show that $h_{n} \geqq-\alpha^{*}$.

If $g_{n}=0$, then (2.2a) implies that $h_{n}+\alpha^{*}=0$ or $s_{n}^{*}=0$. If $s_{n}^{*}=0$, then (2.3) implies $h_{n}+\alpha^{*} \geqq 0$. The "only if" assertion thus holds whenever $g_{n}=0$.

Suppose $g_{n} \neq 0$. There clearly exist $\alpha^{\#} \geqq \alpha^{*}>0$ and $s^{*} \in \mathbb{R}^{n}$ such that $h_{n}+\alpha^{*} \geqq 0$, $\left(H+\alpha^{\#} I\right) s^{*}=-g$, and $\left\|s^{*}\right\|=\left\|s^{*}\right\|=\delta$. It suffices to show that $\alpha^{*}=\alpha^{*}$. Now (2.2a) implies $\left(s^{*}\right)^{T} H s^{*}=-g^{T} s^{*}-\alpha^{*} \delta^{2}$, so $\varphi\left(s^{*}\right)=\left(g^{T} s^{*}-\alpha^{*} \delta^{2}\right) / 2$. Similarly, $\varphi\left(s^{*}\right)=$ $\left(g^{T} s^{*}-\alpha^{\#} \delta^{2}\right) / 2$. Since $\left(H+\alpha^{*} I\right) s^{*}=\left(H+\alpha^{*} I\right) s^{*}=-g$, we have $g^{T} s^{*}=$ $-\left(s^{\#}\right)^{T}\left(H+\alpha^{\#} I\right) s^{*}$ and $g^{T} s^{*}=-\left(s^{*}\right)^{T}\left(H+\alpha^{*} I\right) s^{*}$, so

$$
\begin{equation*}
\varphi\left(s^{*}\right)-\varphi\left(s^{*}\right)=\left(\alpha^{*}-\alpha^{\#}\right)\left[\delta^{2}-\left(s^{\#}\right)^{T} s^{*}\right] / 2 . \tag{2.4}
\end{equation*}
$$

If $\alpha^{*}<\alpha^{*}$, then $\left(h_{n}+\alpha^{*}\right) s_{n}^{*}=\left(h_{n}+\alpha^{*}\right) s_{n}^{*}=-g_{n} \neq 0$ implies $s^{*} \neq s^{*}$, and the CauchySchwarz inequality then implies $\delta^{2}-\left(s^{*}\right)^{T} s^{*}>0$, so $\varphi\left(s^{*}\right)<\varphi\left(s^{*}\right)$. This contradicts the choice of $s^{*}$, so we must have $\alpha^{*}=\alpha^{*}$, and the proof of the "only if" assertion is complete. (The key equation (2.4) also follows from Theorem 7.1 of [Gan78].)
(If, uniqueness). Suppose $s^{*} \in N$ and $\alpha^{*} \geqq 0$ satisfy (2.2) and that $H+\alpha^{*} I$ is positive semidefinite. Since $N$ is compact, there exists an $s^{*} \in N$ that minimizes $\varphi$, and by the "only if" part proved above there exists $\alpha^{\#} \geqq 0$ such that (2.2) holds with $\alpha^{*}$ replaced by $\alpha^{\#}$ and $s^{*}$. We must show that $\alpha^{*}=\alpha^{*}$ and $\varphi\left(s^{*}\right)=\varphi\left(s^{*}\right)$.

First consider the special case $g=0$. If $h_{n} \geqq 0$, then (2.2) implies $\alpha^{*}=\alpha^{*}=0$ and $s_{i}^{*}=s_{i}^{*}=0$ unless $h_{i}=0$, whence $\varphi\left(s^{*}\right)=\varphi\left(s^{*}\right)=0$. If $h_{n}<0$, then the positive semidefiniteness of $H+\alpha^{*} I$ implies $\alpha^{*} \geqq-h_{n}>0$, and (2.2) implies $\alpha^{*}=-h_{n}$. The same holds for $\alpha^{*}$, so (2.2a) implies $s_{i}^{*}=s_{i}^{*}=0$ for $h_{i} \neq h_{n}$, and (2.2b) implies $\sum_{h_{i}=h_{n}}\left(s_{i}^{*}\right)^{2}=\sum_{h_{i}=h_{n}}\left(s_{i}^{*}\right)^{2}=\delta^{2}$, whence $\varphi\left(s^{*}\right)=\varphi\left(s^{*}\right)=h_{n} \delta^{2} / 2$. Thus the "if" assertion holds and $\alpha^{*}$ is unique when $g=0$.

Now suppose $g \neq 0$ and let $\eta(\alpha):=\left\|(H+\alpha I)^{-1} g\right\|$ for $\alpha>-h_{n}$. Extend the domain of $\eta$ to $-h_{n}$ by defining $\eta\left(-h_{n}\right):=\lim _{\alpha \rightarrow-h_{n}^{+}} \eta(\alpha)$. If $g_{i} \neq 0$ for at least one $i$ with $h_{i}=h_{n}$, then $\eta\left(-h_{n}\right)=+\infty$; otherwise $\eta\left(-h_{n}\right)$ is finite. In either case $\eta(\alpha)$ is a strictly decreasing function of $\alpha$. If $h_{n} \geqq 0$ and $\eta(0) \leqq \delta$, then (2.2) cannot hold with $\alpha^{*}>0$, so $\alpha^{*}=\alpha^{*}=0$. In this case (2.2a) implies that $g_{i}=0$ whenever $h_{i}=h_{n}=0$ and that $s_{i}^{*}=s_{i}^{*}=-g_{i} / h_{i}$
otherwise, so $\varphi\left(s^{*}\right)=\varphi\left(s^{*}\right)$. If $h_{n}<0$ or $\eta(0)>\delta$, then $\alpha^{*}$ and $\alpha^{*}$ must be positive, and (2.2b) and the strict monotonicity of $\eta$ imply that $\alpha^{*}=\alpha^{*}$ is uniquely determined. From (2.2a) we deduce as above that $\varphi\left(s^{*}\right)=\varphi\left(s^{*}\right)$. In all cases we thus find that $s^{*}$ minimizes $\varphi$ over $N$ and $\alpha^{*}$ is unique.

The next section discusses approximating $s^{*}$ when $H+\alpha^{*} D^{T} D$ is singular or nearly singular, so it is interesting to consider the case of exact singularity. From (2.1) it follows that $H+\alpha^{*} D^{T} D$ can only be singular if $-\alpha^{*}$ is the least eigenvalue of $D^{-T} H D^{-1}$ and the projection of $D^{-1} g$ onto the eigenspace of $D^{-T} H D^{-1}$ corresponding to $-\alpha^{*}$ is zero. In the notation of the above proof, $H+\alpha^{*} I$ is positive definite whenever $g_{i} \neq 0$ for at least one $i$ with $h_{i}=h_{n}$. When $H+\alpha^{*} D^{T} D$ is singular, $s^{*}$ has the form $s^{*}=\lim _{\alpha \rightarrow \alpha^{*}}\left(H+\alpha D^{T} D\right)^{-1} g+D^{-1} v$, where $v$ is an eigenvector of $D^{-T} H D^{-1}$ corresponding to the eigenvalue $-\alpha^{*}$.
3. (Near) Singularity in $\boldsymbol{H}+\boldsymbol{\alpha}^{*} \boldsymbol{D}^{\boldsymbol{T}} \boldsymbol{D}$. When $g \neq 0$ (as we henceforth assume), it is usually possible to compute an approximate OLC step $s$ as

$$
\begin{equation*}
s=s(\alpha)=-\left(H+\alpha D^{T} D\right)^{-1} g, \tag{3.1}
\end{equation*}
$$

where $\alpha \geqq 0$ is chosen so that $H+\alpha D^{T} D$ is positive definite and $\|D s(\alpha)\|$ is near $\delta$. Such a step $s$ exactly minimizes $\varphi$ (given by (1.1)) on an approximation to the "trust region" $N$ given by (1.2). If $H+\alpha^{*} D^{T} D$ is singular in (2.1), however, then it may be impossible to compute a suitable $s$ in this way, because it can happen that $\|D s(\alpha)\|$ is considerably less than $\delta$ for all $\alpha$ that make $H+\alpha D^{T} D$ positive definite. And if $H+\alpha^{*} D^{T} D$ is nearly singular, then computing a sufficiently large $s(\alpha)$ may be impractical or at least unduly costly. Of course, we could simply accept a "short" $s(\alpha)$. But if $H$ has a significantly negative eigenvalue and is a good approximation to the current true Hessian $\nabla^{2} \varphi^{*}(x)$, then it may prove well worthwhile to compute a step $\hat{s}$ such that $D \hat{s}$ has a significant component in the direction of an eigenvector of $D^{-T} H D^{-1}$ corresponding to the smallest eigenvalue. In what follows we describe a simple way to compute such a step $\hat{s}$. This step approximately minimizes $\varphi$ (to within a prescribed tolerance) on the exact trust region $N$ of (1.2).

We assume for the rest of this section that $D^{-T} H D^{-1}$ has eigenvalues $h_{1}$, $h_{2}, \cdots, h_{n}$ with $h_{1} \geqq h_{2} \geqq \cdots \geqq h_{n}$. We also assume that $H$ is not positive definite and hence that $h_{n} \leqq 0$.

When $h_{n} \leqq 0$, the algorithm of $\S 4$ maintains a lower bound $\eta$ on acceptable values of $\alpha$ such that $\eta \leqq-h_{n}$. If $\alpha>-h_{n}$ yields $\|D s(\alpha)\|<\delta$, then

$$
\begin{equation*}
\eta \leqq-h_{n} \leqq \alpha^{*} \leqq \alpha . \tag{3.2a}
\end{equation*}
$$

It will be convenient to let

$$
\begin{equation*}
\theta=\alpha-\eta . \tag{3.2b}
\end{equation*}
$$

We may regard $H+\alpha^{*} D^{T} D$ as nearly singular if we encounter an $\alpha>-h_{n}$ for which $\theta$ is sufficiently small (in the sense made precise in Theorem 3.2 below) and for which $\|D s(\alpha)\|$ is unacceptably small, say

$$
\begin{equation*}
\|D s(\alpha)\|<\beta \delta \tag{3.3}
\end{equation*}
$$

for some prescribed $\beta \in(0,1)$, e.g. $\beta=0.75$ or $\beta=0.9$.
Suppose now that (3.3) holds, and let $\tilde{s}=D s(\alpha), \tilde{s}^{*}=D s^{*}, \tilde{g}=D^{-T} g$, and $\tilde{H}=$ $D^{-T} H D^{-1}$. Further, let $U$ be an orthogonal matrix as in $\S 1$ such that $U \tilde{H} U^{T}=$ $\operatorname{diag}\left(h_{1}, \cdots, h_{n}\right)$, and let $\tilde{\tilde{s}}=U \tilde{s}, \tilde{\tilde{g}}=U \tilde{g}$, and $\tilde{\tilde{s}}^{*}=U \tilde{s}^{*}$. For $h_{i}>h_{n}$, we may expect that $\tilde{\tilde{s}}_{i} \doteq \tilde{\tilde{s}}_{i}^{*}$, and for $h_{i} \doteq h_{n}$, we may expect $\tilde{\tilde{g}}_{i} \doteq 0$. Thus it seems reasonable to consider
computing an approximate OLC step $\hat{s}$ by finding an approximate eigenvector $v$ of $\tilde{H}$ corresponding to $h_{n}$ and adding a suitable multiple of $D^{-1} v$ to $s$. Because of (3.2), $\tilde{H}+\alpha I$ has an eigenvalue $h_{n}+\alpha$ with $0 \leqq h_{n}+\alpha \leqq \alpha-\eta=: \theta$ (and eigenvectors corresponding to this eigenvalue are also eigenvectors of $\tilde{H}$ corresponding to $h_{n}$ ). We probably have a factorization of $D^{-T} H D^{-1}+\alpha I$, so for an arbitrary $\kappa>1$, e.g. $\kappa=2$, it should be easy to compute $v \in \mathbb{R}^{n}$ by the inverse power method such that

$$
\begin{gather*}
\|v\|=1,  \tag{3.4a}\\
\left\|\left(D^{-T} H D^{-1}+\alpha I\right) v\right\| \leqq \kappa \theta . \tag{3.4b}
\end{gather*}
$$

Given such a $v$, we may compute

$$
\begin{equation*}
\hat{s}=s+\sigma D^{-1} v \tag{3.5a}
\end{equation*}
$$

with $\sigma$ chosen so that $\|D \hat{s}\|=\delta$ and $\varphi(\hat{s})$ is minimized. Specifically:
Lemma 3.1. If $\psi(\tau)=\varphi\left(s+\tau D^{-1} v\right)$, and if

$$
\begin{equation*}
\sigma=\left(\delta^{2}-\|D s\|^{2}\right) /\left[v^{T} D s+\operatorname{sign}\left(v^{T} D s\right)\left\{\left(v^{T} D s\right)^{2}+\delta^{2}-\|D s\|^{2}\right\}^{1 / 2}\right] \tag{3.5b}
\end{equation*}
$$

(with $\operatorname{sign}\left(v^{T} D s\right)=1$ or -1 if $v^{T} D s=0$ ), then $\tau=\sigma$ minimizes $\psi(\tau)$ subject to the constraint $\|D s+\tau v\|=\delta$.

Proof: There are two values of $\tau$ for which $\|\tilde{s}+\tau v\|=\delta$, namely

$$
\begin{align*}
& \tau_{+}=-\tilde{s}^{T} v+\sqrt{\left(\tilde{s}^{T} v\right)^{2}+\delta^{2}-\|\tilde{s}\|^{2}}  \tag{3.6a}\\
& \tau_{-}=-\tilde{s}^{T} v-\sqrt{\left(\tilde{s}^{T} v\right)^{2}+\delta^{2}-\|\tilde{s}\|^{2}} \tag{3.6b}
\end{align*}
$$

Because of (1.1) and (3.1),

$$
\begin{aligned}
\psi(\tau) & =\varphi(s)+\tau \tilde{g}^{T} v+\tau \tilde{s}^{T} \tilde{H} v+\frac{1}{2} \tau^{2} v^{T} \tilde{H} v \\
& =\varphi(s)+\tau[\tilde{g}+(\tilde{H}+\alpha I) \tilde{s}]^{T} v-\tau \alpha \tilde{s}^{T} v+\frac{1}{2} \tau^{2} v^{T} \tilde{H} v \\
& =\varphi(s)-\tau \alpha \tilde{s}^{T} v+\frac{1}{2} \tau^{2} v^{T} \tilde{H} v
\end{aligned}
$$

Using (3.6) and (3.4a), we find

$$
\begin{aligned}
\psi\left(\tau_{+}\right)-\psi\left(\tau_{-}\right) & =-\left(\tau_{+}-\tau_{-}\right) \alpha \tilde{s}^{T} v+\frac{1}{2}\left(\tau_{+}-\tau_{-}\right)\left(\tau_{+}+\tau_{-}\right) v^{T} \tilde{H} v \\
& =-\left(\tau_{+}-\tau_{-}\right)\left(\tilde{s}^{T} v\right)\left(\alpha+v^{T} \tilde{H} v\right) \\
& =-2 \sqrt{\left(\tilde{s}^{T} v\right)^{2}+\delta^{2}-\|\tilde{s}\|^{2}}\left(\tilde{s}^{T} v\right) v^{T}(\tilde{H}+\alpha I) v .
\end{aligned}
$$

But $\tilde{H}+\alpha I$ is positive definite, so $v^{T}(\tilde{H}+\alpha I) v>0$ and $\psi\left(\tau_{+}\right)>\psi\left(\tau_{-}\right)$if and only if $\tilde{s}^{T} v<0$. Thus the choice $\tau=-\tilde{s}^{T} v+\operatorname{sign}\left(\tilde{s}^{T} v\right) \sqrt{\left(\tilde{s}^{T} v\right)^{2}+\delta^{2}-\|\tilde{s}\|^{2}}$ minimizes $\psi$ subject to $\|\tilde{s}+\tau v\|=\delta$, which is equivalent to $\tau=\sigma$ with $\sigma$ given by (3.5b).

To simplify the notation, we assume for most of the rest of this section that $D=I$ and $H=\operatorname{diag}\left(h_{1}, h_{2}, \cdots, h_{n}\right)$, as in the proof of Theorem 2.1.

We now consider how to tell whether the $\theta$ of (3.2) is small enough that the relative difference between $\varphi\left(s^{*}\right)$ and $\varphi(\hat{s})$ is small, i.e., that

$$
\begin{equation*}
\varepsilon \varphi(\hat{s}) \leqq \varphi\left(s^{*}\right)-\varphi(\hat{s}) \leqq 0 \tag{3.7}
\end{equation*}
$$

for some prescribed $\varepsilon \in(0,1)$, e.g. $\varepsilon=0.1$. To this end, it is convenient to define $\tilde{s}:\left[\alpha^{*}, \infty\right) \rightarrow \mathbb{R}^{n}$ by

$$
\tilde{s}_{i}(\tau)= \begin{cases}s_{i}(\tau)=\frac{-g_{i}}{h_{i}+\tau} & \text { if } i<n,  \tag{3.8}\\ -\operatorname{sign}\left(g_{n}\right) \sqrt{\delta^{2}-\sum_{j<n} s_{j}(\tau)^{2}} & \text { if } i=n .\end{cases}
$$

In the event that $h_{i}=h_{n}$ for some $i<n$, we assume without losing generality that $g_{i}=s_{i}^{*}=0$ and interpret (3.8) as specifying $\tilde{s}_{i}\left(\alpha^{*}\right)=0$. If $g_{n}=0$, then we assume that $\operatorname{sign}\left(g_{n}\right)=-\operatorname{sign}\left(s_{n}^{*}\right)$ in (3.8). Thus, in all cases $\tilde{s}$ is a smooth function with $\tilde{s}\left(\alpha^{*}\right)=s^{*}$ and $\|\tilde{s}\| \equiv \delta$.

To bound $\varphi(\hat{s})-\varphi\left(s^{*}\right)$, we shall first bound $\varphi(\tilde{s}(\alpha))-\varphi\left(s^{*}\right)$, then bound $\varphi(\hat{s})-$ $\varphi(\tilde{s}(\alpha))$. To bound $\varphi(\tilde{s}(\alpha))-\varphi\left(s^{*}\right)$, it is convenient to define $\psi:\left[\alpha^{*}, \infty\right) \rightarrow \mathbb{R}$ by

$$
\begin{align*}
\psi(\tau) & :=\varphi(\tilde{s}(\tau))-g_{n} \tilde{s}_{n}(\tau) \\
& =\sum_{i<n}\left(\frac{-g_{i}^{2}}{h_{i}+\tau}+\frac{h_{i} g_{i}^{2}}{2\left(h_{i}+\tau\right)^{2}}\right)+\frac{1}{2} h_{n}\left(\delta^{2}-\sum_{i<n} \frac{g_{i}^{2}}{\left(h_{i}+\tau\right)^{2}}\right)  \tag{3.9}\\
& =\frac{1}{2} h_{n} \delta^{2}-\frac{1}{2} \sum_{i<n} g_{i}^{2}\left(2 \tau+h_{i}+h_{n}\right) /\left(h_{i}+\tau\right)^{2} .
\end{align*}
$$

Note that $\psi^{\prime}(\tau)=\sum_{i<n} g_{i}^{2}\left(h_{n}+\tau\right) /\left(h_{i}+\tau\right)^{3} \leqq \sum_{i<n} s_{i}^{* 2}\left(h_{n}+\tau\right) /\left(h_{i}+\tau\right) \leqq \sum_{i<n} s_{i}^{* 2} \leqq \delta^{2}$. Since $\alpha-\alpha^{*} \leqq \theta$ by (3.2), we thus find

$$
\begin{equation*}
\psi(\alpha)-\psi\left(\alpha^{*}\right) \leqq \theta \delta^{2} \tag{3.10}
\end{equation*}
$$

Now (3.2) and (3.3) imply

$$
\begin{equation*}
\left|g_{n}\right| \leqq\left(h_{n}+\alpha\right)\|s\| \leqq \theta \beta \delta, \tag{3.11}
\end{equation*}
$$

while (3.8) implies $\left|\tilde{S}_{n}\left(\alpha^{*}\right)-\tilde{s}_{n}(\alpha)\right| \leqq \delta$. Together with (3.9) and (3.10), these yield

$$
\begin{align*}
\varphi(\tilde{s}(\alpha))-\varphi\left(s^{*}\right) & =\psi(\alpha)-\psi\left(\alpha^{*}\right)-g_{n}\left[\tilde{s}_{n}\left(\alpha^{*}\right)-\tilde{s_{n}}(\alpha)\right]  \tag{3.12}\\
& \leqq(1+\beta) \theta \delta^{2}
\end{align*}
$$

Now we deduce a bound on $\varphi(\hat{s})-\varphi(\tilde{s}(\alpha))$. For brevity, denote $\tilde{s}(\alpha)$ by $\tilde{s}$. Then (1.1) gives

$$
\begin{equation*}
\varphi(\hat{s})-\varphi(\tilde{s}(\alpha))=g^{T}(\hat{s}-\tilde{s})+\frac{1}{2} \hat{s}^{T} H \hat{s}-\frac{1}{2} \tilde{s}^{T} H \tilde{s} . \tag{3.13}
\end{equation*}
$$

To derive a convenient expression for $\hat{s}^{T} H \hat{s}$, it is useful to let

$$
\begin{equation*}
f=(H+\alpha I) v \tag{3.14}
\end{equation*}
$$

so that $H v=f-\alpha v$. Note from (3.4b) that

$$
\begin{equation*}
\|f\| \leqq \kappa \theta . \tag{3.15}
\end{equation*}
$$

Since $\hat{s}=s+\sigma v$ and $\|\hat{s}\|=\delta$, we have $\sigma^{2}+2 \sigma s^{T} v=\delta^{2}-\|s\|^{2}$ and

$$
\begin{aligned}
\hat{s} H \hat{s}=s^{T} H s+\sigma^{2} v^{T} H v+2 \sigma s^{T} H v & =s^{T} H s+\sigma^{2}\left(v^{T} f-\alpha\right)+2 \sigma\left(s^{T} f-\alpha s^{T} v\right) \\
& =s^{T} H s-\alpha\left[\delta^{2}-\|s\|^{2}\right]+\sigma[\sigma v+2 s]^{T} f .
\end{aligned}
$$

Similarly, we have $\tilde{s}=s+\tilde{\sigma} e_{n}$, where $e_{n}=(0, \cdots, 0,1)^{T}$ is the $n$th standard unit vector of $\mathbb{R}^{n}$ and $\tilde{\sigma}$ is chosen so that $\|\tilde{\tilde{s}}\|=\delta$ (with $\operatorname{sign}\left(\tilde{s}_{n}\right)=\operatorname{sign}\left(s_{n}\right)$ ), and we find

$$
\tilde{s}^{T} H \tilde{s}=s^{T} H s+h_{n}\left[\delta^{2}-\|s\|^{2}\right] .
$$

Together with (3.13), these equations imply

$$
\begin{aligned}
\varphi(\hat{s})-\varphi(\tilde{s}(\alpha)) & =g^{T}(\hat{s}-\tilde{s})-\frac{1}{2}\left(\alpha+h_{n}\right)\left(\delta^{2}-\|s\|^{2}\right)+\frac{1}{2} \sigma(\sigma v+2 s)^{T} f \\
& \leqq g^{T}\left(\sigma v-\tilde{\sigma} e_{n}\right)+\frac{1}{2} \sigma(\sigma v+2 s)^{T} f .
\end{aligned}
$$

Now (3.1) and (3.14) give $g^{T} v=-s^{T}(H+\alpha I) v=-s^{T} f$, so

$$
\varphi(\hat{s})-\varphi(\tilde{s}(\alpha)) \leqq \frac{1}{2} \sigma^{2} v^{T} f-\tilde{\sigma} g_{n} .
$$

The definitions of $\sigma$ and $\tilde{\sigma}$ imply $|\sigma| \leqq \delta$ and $|\tilde{\sigma}| \leqq \delta$, so (3.3), (3.4a), (3.11), and (3.15) combine with the above inequality to give

$$
\varphi(\hat{s})-\varphi(\tilde{s}(\alpha)) \leqq \frac{1}{2} \delta^{2} \kappa \theta+\delta^{2} \theta \beta=\left(\beta+\frac{1}{2} \kappa\right) \theta \delta^{2} .
$$

Combining this with (3.12) and Theorem 2.1, we finally obtain

$$
\begin{equation*}
0 \leqq \varphi(\hat{s})-\varphi\left(s^{*}\right) \leqq\left(2 \beta+\frac{1}{2} \kappa+1\right) \theta \delta^{2} \tag{3.16}
\end{equation*}
$$

This leads to
Theorem 3.2. Let $\beta \in(0,1), \varepsilon \in(0,1)$, and $\kappa \in(1, \infty)$ be given. Suppose $g \neq 0$ and that $\alpha>0$ renders $H+\alpha D^{T} D$ positive definite; also suppose that $s:=-\left(H+\alpha D^{T} D\right)^{-1} g$ satisfies $\|D s\|<\beta \delta$. If $\eta$ is a lower bound on the largest eigenvalue of $-D^{-T} H D^{-1}$ and $\theta:=\alpha-\eta$ satisfies

$$
\begin{equation*}
\theta \leqq \varepsilon \delta^{-2}\left(\alpha\|D s\|^{2}-g^{T} s\right) /(4 \beta+\kappa+2) \tag{3.17}
\end{equation*}
$$

then for any $v \in \mathbb{R}^{n}$ with $\|v\|=1$ and $\left\|\left(D^{-T} H D^{-1}+\alpha I\right) v\right\| \leqq \kappa \theta$, it follows that

$$
\hat{s}:=s+\left(\frac{\delta^{2}-\|D s\|^{2}}{v^{T} D s+\operatorname{sign}\left(v^{T} D s\right)\left\{\left(v^{T} D s\right)^{2}+\delta^{2}-\|D s\|^{2}\right\}^{1 / 2}}\right) D^{-1} v
$$

satisfies (3.7), i.e., $\varepsilon \varphi(\hat{s}) \leqq \varphi\left(s^{*}\right)-\varphi(\hat{s}) \leqq 0$.
Proof. In view of (1.3), we shall assume $D=I$. From (1.1) we have

$$
\begin{aligned}
\varphi(s) & =g^{T} s+\frac{1}{2} s^{T}(H+\alpha I) s-\frac{1}{2} \alpha\|s\|^{2} \\
& =g^{T} s-\frac{1}{2} g^{T} s-\frac{1}{2} \alpha\|s\|^{2} \\
& =\frac{1}{2}\left(g^{T} s-\alpha\|s\|^{2}\right) .
\end{aligned}
$$

Together with (3.16), (3.17), and the fact that $\varphi(s)<0$, this implies $\varepsilon \varphi(s) \leqq$ $\varphi\left(s^{*}\right)-\varphi(\hat{s})$. But Lemma 3.1 implies $\varphi(\hat{s}) \leqq \varphi(s)$, so (3.7) follows.
4. Choosing $\alpha$. If either $H$ is indefinite or the Newton step $s^{(N)}=-H^{-1} g$ is too large, then computing an OLC step $s^{*}$ requires finding a solution $\alpha^{*}$ to the scalar nonlinear equation $\left\|D\left(H+\alpha D^{T} D\right)^{-1} g\right\|=\delta$. There are many iterations for approximating such an $\alpha^{*}$ (see Gander's excellent discussion in [Gan 78, § 6]). In view of the fast convergence reported by Moré [Mor78], we prefer to use an iteration proposed by Reinsch [Rei71] and independently by Hebden [Heb73], together with Moré's (modification of Hebden's) safeguarding scheme. Let

$$
\begin{equation*}
\psi(\alpha):=\left\|D\left(H+\alpha D^{T} D\right)^{-1} g\right\|^{-1}-\delta^{-1} \tag{4.1}
\end{equation*}
$$

The basic iteration is Newton's method applied to $\psi$. Thus if iterate $\alpha_{k}$ renders $H+\alpha_{k} D^{T} D$ positive definite but yields an unacceptable step, then we compute a tentative value $\bar{\alpha}_{k+1}=\alpha_{k}-\psi\left(\alpha_{k}\right) / \psi^{\prime}\left(\alpha_{k}\right)$ for $\alpha_{k+1}$, i.e.

$$
\begin{equation*}
\bar{\alpha}_{k+1}=\alpha_{k}+\|D s\|^{2} \frac{\|D s\|-\delta}{\left[\delta s^{T} D^{T} D\left(H+\alpha D^{T} D\right)^{-1} D^{T} D s\right]} \tag{4.2a}
\end{equation*}
$$

where

$$
\begin{equation*}
s=s\left(\alpha_{k}\right)=-\left(H+\alpha_{k} D^{T} D\right)^{-1} g . \tag{4.2b}
\end{equation*}
$$

We also maintain lower and upper bounds $l_{k}$ and $u_{k}$ on $\alpha^{*}$ and, if $H$ is not positive definite, a value $\eta_{k} \geqq 0$ such that $-\eta_{k}$ is an upper bound on the smallest eigenvalue of $D^{-T} H D^{-1}$. (For convenience, we set $\eta_{k}=-1$ if $H$ is positive definite.) We discuss below how these quantities are updated. Once $l_{k+1}$ and $u_{k+1}$ have been determined, we obtain
a safeguarded $\alpha_{k+1}$ from the rule

$$
\alpha_{k+1}= \begin{cases}\bar{\alpha}_{k+1} & \text { if } l_{k+1} \leqq \bar{\alpha}_{k+1}<u_{k+1} \quad \text { and } \quad \bar{\alpha}_{k+1}>\eta_{k+1},  \tag{4.3}\\ \max \left\{10^{-3} \cdot u_{k+1},\left(l_{k+1} u_{k+1}\right)^{1 / 2}\right\} & \text { otherwise } .\end{cases}
$$

Again assume variables have been changed so that $D=I$. To solve linear systems involving $H+\alpha_{k} I$, e.g., to compute $s\left(\alpha_{k}\right)$ in (3.1), we recommend attempting to compute the Cholesky (or $L D L^{T}$ ) decomposition of $H+\alpha_{k} I$ (see e.g. [Ste73, § 3.3]). If this works, then we may regard $H+\alpha_{k} I$ as numerically positive definite (provided the Cholesky factor has no zeros on the diagonal). Otherwise for some $l$ between 1 and $n$ we may express the leading principal $l \times l$ submatrix of $H+\alpha_{k} I$ as $L M L^{T}$, where $L$ is a lower triangular matrix with nonzero diagonal and $M$ is the diagonal matrix $\operatorname{diag}(1,1, \cdots, 1, \mu)$. Both $L$ and $\mu$ are readily available as a byproduct of the attempted factorization, and $\mu \leqq 0$. We compute $z=L^{-T} e_{l}$ (i.e., solve $L_{z}^{T}=e_{l}$ ), where $e_{l}=(0,0, \cdots, 0,1)^{T} \in \mathbb{R}^{l}$. Then $\binom{z}{0}^{T}\left(H+\alpha_{k} I\right)\binom{z}{0}=z^{T} L M L{ }^{T} z=e_{l}^{T} M e_{l}=\mu$, so $\mu /\|z\|^{2}$ is a Raleigh quotient for $H+\alpha_{k} I$, and $\left(\mu /\|z\|^{2}\right)-\alpha_{k} \leqq 0$ is an upper bound on the smallest eigenvalue of $H$. Hence we set

$$
\begin{gather*}
\eta_{k+1}=l_{k+1}=\alpha_{k}-\frac{\mu}{\|z\|^{2}},  \tag{4.4a}\\
u_{k+1}=u_{k} \tag{4.4b}
\end{gather*}
$$

and choose $\bar{\alpha}_{k+1}=\alpha_{k}$ (which will force a safeguarded choice of $\alpha_{k+1}$ in (4.3)).
If $H+\alpha_{k} I$ is positive definite then the concavity of $\psi$ [Rei71] implies that the Newton iterate $\bar{\alpha}_{k+1}$ given by (4.2) satisfies $\bar{\alpha}_{k+1} \leqq \alpha^{*}$. In this case we recommend using the following variation on Moré's update prescription for $l_{k}$ and $u_{k}$ : if $\psi\left(\alpha_{k}\right)<0$, then choose

$$
\begin{align*}
& l_{k+1}=\bar{\alpha}_{k+1},  \tag{4.5a}\\
& u_{k+1}=u_{k} . \tag{4.5b}
\end{align*}
$$

Otherwise choose

$$
\begin{gather*}
l_{k+1}=\max \left\{l_{k}, \bar{\alpha}_{k+1}\right\},  \tag{4.6a}\\
u_{k+1}=\alpha_{k} . \tag{4.6b}
\end{gather*}
$$

In both cases, let $\eta_{k+1}=\eta_{k}$.
To obtain the initial bounds $l_{1}$ and $u_{1}$, we obtain lower and upper bounds EMIN and EMAX on the eigenvalues of $H$ from the Gerschgorin circle theorem (optimized by the diagonal scaling technique described below), and we exploit the following observation: the $\alpha^{*}$ of Theorem 2.1 is such that $\delta=\|g\| /\left(\lambda+\alpha^{*}\right)$ for some $\lambda$ between the smallest and largest eigenvalues of $H$. Thus

$$
(\|g\| / \delta)-\mathrm{EMAX} \leqq \alpha^{*} \leqq \frac{\|g\|}{\delta}-\mathrm{EMIN}
$$

and we let

$$
\begin{gather*}
l_{1}=\max \left\{l_{0}, \frac{\|g\|}{\delta}-\mathrm{EMAX}\right\}  \tag{4.7a}\\
u_{1}=\frac{\|g\|}{\delta}-\mathrm{EMIN} \tag{4.7b}
\end{gather*}
$$

where $l_{0}$ is given by whichever of (4.4a) or (4.5a) applies, with $\alpha_{-1}=l_{-1}=0$.

To compute EMIN and EMAX, we use a special case of the scaling by diagonal matrices considered in [Var65]. Specifically, we find a diagonal matrix $\mathscr{D}$ having $n-1$ diagonal entries of unity and one other positive diagonal entry such that the Gerschgorin lower bound on the spectrum of $\mathscr{D} H \mathscr{D}^{-1}$ is as large as possible, and we use this bound as EMIN. This is quickly done (in $O\left(n^{2}\right)$ operations) as follows: Compute the off-diagonal row sums

$$
\begin{equation*}
\sigma_{j}=\sum_{i \neq j}\left|H_{i j}\right| \tag{4.8a}
\end{equation*}
$$

and find $k$ such that row $k$ gives the minimum Gerschgorin lower bound:

$$
\begin{equation*}
H_{k k}-\sigma_{k}=\min \left\{H_{j j}-\sigma_{j} \mid 1 \leqq j \leqq n\right\} . \tag{4.8b}
\end{equation*}
$$

For $j \neq k$, let $\theta_{j}$ denote the auxiliary quantity

$$
\begin{equation*}
\theta_{j}=\frac{H_{k k}-H_{j j}+\sigma_{j}-\left|H_{j k}\right|}{2} \tag{4.8c}
\end{equation*}
$$

and compute

$$
\begin{equation*}
\mathrm{EMIN}=H_{k k}-\max \left\{\theta_{j}+\left(\theta_{j}^{2}+\sigma_{k}\left|H_{j k}\right|\right)^{1 / 2} \mid j \neq k\right\} . \tag{4.8d}
\end{equation*}
$$

EMAX is computed similarly: with $\sigma_{j}$ as in (4.8a), find $k$ such that

$$
\begin{equation*}
H_{k k}+\sigma_{k}=\max \left\{H_{j j}+\sigma_{j} \mid 1 \leqq j \leqq n\right\} . \tag{4.9b}
\end{equation*}
$$

For $j \neq k$, let

$$
\begin{equation*}
\theta_{j}=\frac{H_{i j}-H_{k k}+\sigma_{j}-\left|H_{j k}\right|}{2} \tag{4.9c}
\end{equation*}
$$

and compute

$$
\begin{equation*}
\mathrm{EMAX}=H_{k k}+\max \left\{\theta_{j}+\left(\theta_{j}^{2}+\sigma_{k}\left|H_{j k}\right|\right)^{1 / 2} \mid j \neq k\right\} \tag{4.9d}
\end{equation*}
$$

We begin the quest for $\alpha^{*}$ by trying $\alpha=0$. If this proves unsatisfactory, then we compute $l_{1}$ and $u_{1}$ by (4.7-9). If acceptable values $\alpha^{\text {(prev) }}$ and $\delta^{(\text {prev })}$ of $\alpha$ and $\delta$ from a previously computed OLC step are available, then we obtain $\bar{\alpha}_{1}$ from a rule which J. J. Moré [private communication] has found helpful:

$$
\begin{equation*}
\bar{\alpha}_{1}=\frac{\delta^{(\text {prev })} \alpha^{(\text {prev })}}{\delta} \tag{4.10}
\end{equation*}
$$

If $\alpha^{\text {(prev) }}$ and $\delta^{\text {(prev) }}$ are unavailable, then we simply set $\bar{\alpha}_{1}=0$.
To prevent excessive iterations, we deem the step $s=s^{k}$ computed from $\alpha_{k}$ acceptable if $\beta \delta \leqq\left\|s^{k}\right\| \leqq \gamma \delta$ for some specified $\beta \in(0,1)$ and $\gamma \in(1, \infty)$. (Hebden [Heb73] and Moré [Mor78] choose $\beta=0.9$ and $\gamma=1.1$. In connection with an algorithm like that of NL2SOL [DenGW80], where $\delta /\left\|s^{\text {(prev) }}\right\|$ or $\delta / \delta^{\text {(prev) }}$ either equals unity or two or lies in $[0.1,0.5]$, Dennis and Schnabel suggest $\beta=0.75$ and $\gamma=1.5$ [DenS79]. Our computational experience with NL2SOL slightly favors the former choice.)

In practice, $D$ is usually a diagonal matrix, so the explicit change of variables (1.3) is easily performed, and we recommend actually performing it when $H$ is given explicitly. When $H$ has the form $J^{T} J, g$ has the form $J^{T} r$, and $J$ and $r$ are given explicitly, on the other hand, we prefer the technique advocated by Moré [Mor78], i.e., using a $Q R$ factorization of $\left[{ }_{\alpha}^{J} D^{1 / 2}\right]$ to compute $s$.

When $H$ is given explicitly and $g \neq 0$, the method described above for computing a reasonable approximation $s$ to $s^{*}$ may be summarized as follows:

Algorithm 4.1.
Compute $H:=D^{-T} H D^{-1}$ and $g:=D^{-T} g$.
If $H$ is positive definite, then:
Compute the Newton step $s^{(N)}=-H^{-1} g$.
If $\left\|s^{(N)}\right\| \leqq \gamma \delta$, then halt and return $s:=D^{-1} s^{(N)}$.
Set $\eta_{1}=-1$ and determine $l_{0}$ from (4.5) with $\alpha_{-1}=l_{-1}=0$.
Else [ $H$ not positive definite] compute $\eta_{0}$ and $l_{0}$ from (4.4) with $\alpha_{-1}=l_{-1}=0$ and set $\eta_{1}=\eta_{0}$.
Compute EMIN and EMAX by (4.8) and (4.9), and compute $l_{1}$ and $u_{1}$ from (4.7). If $\alpha^{\text {(prev) }}$ and $\delta^{(\mathrm{prev})}$ are available, compute $\bar{\alpha}_{1}$ from (4.10); otherwise let $\bar{\alpha}_{1}=0$.
Compute $\alpha_{1}$ from (4.3).
For $k=1,2, \cdots$
If $H+\alpha_{k} I$ is positive definite, then:
Set $\eta_{k+1}=\eta_{k}$ and compute $s^{(k)}=-\left(H+\alpha_{k} I\right)^{-1} g$.
If $\beta \delta \leqq\left\|s^{(k)}\right\| \leqq \gamma \delta$, then halt and return $s:=D^{-1} s^{(k)}$.
Compute $\bar{\alpha}_{k+1}$ from (4.2) with $D:=I$.
If $\left\|s^{(k)}\right\|<\beta \delta$, then
If $\eta_{k} \geqq 0$ and $\theta:=\alpha_{k}-\eta_{k}$ satisfies
(3.17) with $s=s^{(k)}$, then

Compute $v$ satisfying (3.4)
Compute $\hat{s}$ from (3.5).
Halt and return $s:=D^{-1} \hat{s}$.
Compute $l_{k+1}$ and $u_{k+1}$ from (4.6).
Else $\left[\left\|s^{(k)}\right\|>\gamma \delta\right]$ compute $l_{k+1}$ and $u_{k+1}$ from (4.5).
Else [ $H+\alpha_{k} I$ not positive definite] set $\bar{\alpha}_{k+1}=\alpha_{k}$ and compute $\eta_{k+1}, l_{k+1}, u_{k+1}$ from (4.4).
Determine $\alpha_{k+1}$ from (4.3).
After an OLC step has been computed, it is often necessary to compute another OLC step from the same $g$ and $H$ with a new value of $\delta$. To handle this situation, it is worthwhile to modify the initial part of Algorithm 4.1 to take advantage of the extra information that is available. For example, if $\delta$ has been increased, then $u_{1}$ can be set to the minimum of the value given by (4.7b) and the last value $u^{\text {(old })}$ of $u_{k}$, while if $\delta$ has been decreased, $l_{1}$ can be set to the maximum of the value given by (4.7a) and the last value $l^{\text {(oid) }}$ of $l_{k}$. In either case, $\eta_{1}$ can be set to $\eta^{\text {(old) }}$ and $\bar{\alpha}_{1}$ can be computed from (4.2) with $\alpha_{0}=\alpha^{\text {(old })}$.
5. Numerical experience. For use in NL2SOL [DenGW80], we have implemented two versions of Algorithm 4.1: GQTSTP is designed for use with a general $H$, while LMSTEP deals explicitly with $J$ (or its $Q R$ decomposition) when $H$ has the form $J^{T} J, g$ has the form $J^{T} r$, and $J$ is a reotangular matrix with at least as many rows as columns. Both codes make special provision for the case in which an OLC step is to be recomputed with a new $\delta$ but the same $g$ and $H$. To handle $D$, which both codes assume to be a diagonal matrix, GQTSTP explicitly changes variables, whereas LMSTEP follows the procedure recommended by Moré [Mor78]. (Both codes use (3.17) with $4 \beta$ replaced by $4 \beta(\kappa+1)$. A referee pointed out a cancellation that let us change the old $4 \beta(\kappa+1)$ in (3.17) to the present $4 \beta$.)

The way these codes deal with (near) singularity in $H+\alpha^{*} D^{T} D$ deserves further discussion. Both detect this case by test (3.17) [with $\beta:=\beta(\kappa+1)$ ]. In the case of

LMSTEP, $H=J^{T} J$ never has a negative eigenvalue, so in the event of true singularity in $H+\alpha^{*} D^{T} D$, we would have $\alpha^{*}=0$ and $D^{-T} H D^{-1}$ positive semidefinite, and any $v$ in the null space of $D^{-T} H D^{-1}$ would be orthogonal to $D^{-T} g$, whence $\varphi\left(s+D^{-1} v\right)=\varphi(s)$. LMSTEP therefore returns without modification a step $s$ for which (3.3) and (3.17) hold. GQTSTP similarly avoids replacing $s$ by $\hat{s}=s+\sigma D^{-1} v$ in cases where $\varphi(s)$ and $\varphi(\hat{s})$ would not differ significantly. Specifically, if $\varphi(s)-\varphi(\hat{s})<-(\varepsilon / 3) \varphi(s)$, then GQTSTP returns $s$ rather than $\hat{s}$. To assure that (3.7) holds in this case, GQTSTP uses (3.17) with $\varepsilon$ replaced by $2 \varepsilon / 3$. Both codes used $\varepsilon=0.1$ and $\kappa=2$ in the tests reported below.

We have also used GQTSTP in HUMSOL [Gay80], a code for solving general unconstrained minimization problems in cases where the Hessian of the objective function is explicitly available.

Table I gives some statistics on the performance of LMSTEP and GQTSTP in NL2SOL and HUMSOL. The column headed "Test" tells which test problems and

Table I
Statistics from test problems.

| Test | Module | $\beta$ | $\gamma$ | All (Non-Newton) OLC Steps |  |  |  | Special Case |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | No. of Steps | $\begin{aligned} & \% \text { of } \\ & \text { Total } \end{aligned}$ | $\underset{\text { mean }}{k}$ | $\stackrel{k}{\max }$ | $\% \text { of }$ <br> OLC | $\begin{gathered} k \\ \text { mean } \end{gathered}$ | $\stackrel{k}{\max }$ |
| A | LMSTEP | 0.9 | 1.1 | 1228 | 80.6 | 1.46 | 5 | 5.5 | 1.49 | 3 |
| A | LMSTEP | 0.75 | 1.5 | 1207 | 79.2 | 1.30 | 4 | 3.8 | 1.54 | 3 |
| A | GQTSTP | 0.9 | 1.1 | 254 | 57.7 | 1.85 | 9 | 2.8 | 1.86 | 4 |
| A | GQTSTP | 0.75 | 1.5 | 351 | 55.1 | 1.51 | 7 | 2.6 | 1.44 | 3 |
| B | GQTSTP | 0.9 | 1.1 | 949 | 55.0 | 2.00 | 10 | 0 | - | - |
| C | GQTSTP | 0.9 | 1.1 | 831 | 98.2 | 3.59 | 19 | 8.1 | 10.24 | 18 |

optimizer were used in obtaining the results in the corresponding row. Test A is NL2SOL running on the same problem set (and under the same conditions) used to generate [DenGW80, Table II]. Tests B and C involve HUMSOL running on some of the unconstrained minimization test problems described in [MorGH81] (with $D=I$ ): test set $B$ consists of all the problems and starting guesses suggested in [MorGH81] with the exceptions of Biggs EXP6, Penalty function II with $n=4,10$, and Chebyquad with $n=8,9,10$. Test set C consists of Biggs EXP6 and Chebyquad with $n=8,9,10$ (all with the standard starting guess). The column headed "No. of Steps" gives the total number of non-Newton steps computed (those for which $\alpha$ is positive in (3.1)), and the column labeled "\% of Total" tells what percentage these were of all the steps computed by the module in question. The average value of $k$ when Algorithm 4.1 halted (averaged over the non-Newton steps) appears in the column labeled " $k$ mean", and the maximum such value appears under " $k$ max". In the columns headed "Special Case" are the percentage of non-Newton steps in which (near) singularity in $H+\alpha^{*} D^{T} D$ was detected and the mean and maximum final values of $k$ for these steps. (All computations were performed on the IBM 370/168 at the Massachusetts Institute of Technology using double precision versions of NL2SOL and HUMSOL compiled by FORTHX with $\mathrm{OPT}=2$.)

The problems in test set C deserve special comment. On Biggs EXP6, the starting guess given to HUMSOL and all subsequent iterates that it generated were points at which $H$ was indefinite. In the 378 steps that it computed for this problem (before our function evaluation limit was reached), GQTSTP detected the special case 59 times at
widely scattered iterates. For the Chebyquad problems, $H$ was also indefinite at the starting guess and the special case was detected on the first step computed. The relatively poor behavior of Algorithm 4.1 on these problems (in terms of the number of iterations it took) raises the question of whether one can significantly improve upon this algorithm, but the poor behavior is sufficiently rare that we believe Algorithm 4.1 to be useful as it stands.

Had the mean values of $k$ been much greater than two in the case of LMSTEP or four in the case of GQTSTP, then it would have been possible to save some time in these modules by preprocessing the input matrices to a sparser form: by reducing $J$ to bidiagonal form in LMSTEP or reducing $D^{-1} H D^{-1}$ to tridiagonal form in GQTSTP (see [Ste73, §§ 7.5 and 7.1 and the references cited therein]).

After all the effort we spent in studying the special case, it is somewhat disappointing to see it detected so rarely by GQTSTP. On the other hand, checking for it in subroutines like LMSTEP and GQTSTP appears well worthwhile, since it is often detected at much smaller values of $k$ than the limit that one otherwise might impose.
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# FAST NUMERICAL SOLUTION OF TIME-PERIODIC PARABOLIC PROBLEMS BY A MULTIGRID METHOD* 

wOLFGANG HACKBUSCH $\dagger$


#### Abstract

The discrete solutions of parabolic problems subject to the condition $y(\cdot, T)=y(\cdot, 0)$ of time periodicity are solutions of large sparse systems. In this paper we propose a multigrid algorithm. It is a very fast iterative method. The algorithm can easily be generalized to nonlinear problems and to conditions of the type $y(\cdot, 0)=\boldsymbol{A}(y(\cdot, T))(\boldsymbol{A}$ is a nonlinear mapping). The computational work for solving the periodic problem is of the same order as the work for solving an initial value problem ( $y(\cdot, 0)$ given). Numerical results are reported for a linear and a nonlinear example.
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1. Introduction. We consider the periodic parabolic equation

$$
\begin{array}{ll}
\frac{\partial y}{\partial t}+L y=g_{1}, & (x, t) \in Q, \\
B y=g_{2}, & (x, t) \in \Sigma, \\
y(\cdot, T)=y(\cdot 0), & x \in \Omega, \tag{1.1c}
\end{array}
$$

$$
\Omega \subset \mathbb{R}^{n}, \quad \Gamma=\partial \Omega, \quad Q=\Omega \times(0, T), \quad \Sigma=\Gamma \times(0, T) .
$$

$L=L(x, t)$ is an elliptic differential operator, e.g.,

$$
\begin{equation*}
L(x, t)=\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}} a_{i j}(x, t) \frac{\partial}{\partial x_{i}}+\sum_{i=1}^{n} a_{i}(x, t) \frac{\partial}{\partial x_{i}}+a(x, t), \tag{1.2}
\end{equation*}
$$

whereas $B=B(x, t)$ is a boundary operator, for instance, $B u=u$ or $B u=\partial u / \partial n$. (1.1c) is the requirement of $T$-periodicity ${ }^{1}$.

We will also treat the nonlinear problem (1.3a, b), (1.1c):

$$
\begin{array}{ll}
\frac{\partial y}{\partial t}+L(y)=0, & (Q) \\
B(y)=0, & (\Sigma) \tag{1.3b}
\end{array}
$$

For a discretization of (1.1a-c) we have to introduce step sizes $\Delta t$ and $\Delta x$. Assume $\Delta x=h, \Delta t=\lambda h^{2}$. Let $\Omega_{h}$ be a grid of width $\Delta x$. We define

$$
I_{h}=\{\nu \cdot \Delta t \in(0, T]: \nu \text { integer }\}, \quad Q_{h}=\Omega_{h} \times I_{h}
$$

Then a suitable finite difference (or finite element or least square) discretization is of the form

$$
\begin{array}{ll}
M_{h} y_{h}=g_{h}, & \left(Q_{h}\right), \\
y_{h}(\cdot, T)=y_{h}(\cdot, 0), & \left(\Omega_{h}\right) ; \tag{1.4b}
\end{array}
$$

[^25]e.g., $\left(M_{h} y_{h}\right)(x, t)=\left[y_{h}(x, t)-y_{h}(x, t-\Delta t)\right] / \Delta t+L_{h}(x, t) y_{h}(x)$, where $L_{h}$ is a discrete counterpart of $L$.

In the case of the nonlinear problem (1.3a, b), (1.1c) the equation (1.4a) becomes

$$
\begin{equation*}
M_{h}\left(y_{h}\right)=0 \quad\left(Q_{h}\right) \tag{1.5a}
\end{equation*}
$$

Numerical methods for solving the system ( $1.4 \mathrm{a}, \mathrm{b}$ ) of difference equations are proposed, e.g., by Tee [12] and Osborne [7], [8]. Another iterative method due to the author is explained in [2]. Nonlinear periodic problems are studied in the recent paper [10] of Steuerwalt.

Here we propose a fast method for solving the linear problem (1.4) as well as the nonlinear problem (1.5). The algorithm is iterative, but usually one step of the iteration yields sufficient accuracy. The method is based on the representation of the periodic problem (1.1a-c) and of its discretization (1.4a, b) by the equations (2.2) and (2.4), respectively, defined in $\S 2$. Sections 3 and 5 contain the description of the linear and nonlinear algorithm. Numerical examples are reported in §§ 4 and 6. Further applications of this multigrid iteration are described in [3], [6], and in [5, refs. 7, 8, 10].
2. Reformulation of the problem. We introduce a certain linear mapping $K$ such that the original problem is equivalent to (2.2) given below. It must be emphasized that this mapping $K$ is only of theoretical interest. We need no explicit representation of $K$.

Consider the usual initial-boundary value problem (1.1a, b) with

$$
\begin{equation*}
y(x, 0)=y_{0}(x), \quad x \in \Omega . \tag{2.1}
\end{equation*}
$$

Denote the result of $(1.1 \mathrm{a}, \mathrm{b})$ and $(2.1)$ at $t=T$ by $\Re\left(y_{0}\right)$ :

$$
\mathfrak{A}\left(y_{0}\right):=y(\cdot, T)
$$

Obviously, $\mathscr{\AA}(\cdot)$ is an affine mapping. Hence, it can be rewritten as

$$
\mathfrak{A}\left(y_{0}\right)=K y_{0}+f
$$

where $f(x):=y(x, T)$ is the result of $(1.1 \mathrm{a}, \mathrm{b})$ and $(2.1)$ at $t=T$ in the case of $y_{0}(x)=0$. $K y_{0}$ is $y(\cdot, T)$, where $y$ is the solution of (1.1a, b) (with $g_{1}=0, g_{2}=0$ ) and (2.1).

With this notation the condition (1.1c) becomes

$$
\begin{equation*}
u=K u+f \tag{2.2}
\end{equation*}
$$

where $u=y(\cdot, 0)=y(\cdot, T)$ is a function defined on $\Omega$. Equation (2.2) is equivalent to the original problem in the following sense.

Statement 2.1. If $y$ is a solution of (1.1a-c), then $u=y(\cdot, T)$ satisfies (2.2). If $u$ fulfils (2.2), then the solution $y$ of the initial-boundary value problem (1.1a, b) and (2.1) with $y_{0}=u$ is a solution of (1.1a-c).

Obviously, (2.2) is the formulation of the periodic parabolic equation as an integral equation. $K$ is the integral operator $\left(K y_{0}\right)(x)=\int_{\Omega} k(x, T ; \xi) y_{0}(\xi) d \xi$, where the kernel $k(x, t ; \xi)$ satisfies (1.1a, b) with $g_{1}=0, g_{2}=0$ and $k(x, 0 ; \xi)=$ Dirac's delta function at $x=\xi$.

The discrete initial-boundary value problem consists of (1.4a) and

$$
\begin{equation*}
y_{h}(x, 0)=y_{0 h}(x), \quad x \in \Omega_{h} . \tag{2.3}
\end{equation*}
$$

By similar considerations we obtain the equivalent discrete equation

$$
\begin{equation*}
u_{h}=K_{h} u_{h}+f_{h} \tag{2.4}
\end{equation*}
$$

where $u_{h}=y_{h}(\cdot, 0)=y_{h}(\cdot, T) . K_{h} y_{0 h}+f_{h}$ is the solution of (1.4a) and (2.3) restricted to
$t=T$. If, for instance, the discretization (1.4a) for the homogeneous problem ( $g_{1}=0, g_{2}=0$ ) is the implicit scheme

$$
\frac{y_{h}(x, t)-y_{h}(x, t-\Delta t)}{\Delta t}+L_{h}(x) y_{h}(x, t)=0, \quad x \in \Omega_{h}, \quad t \in I_{h}
$$

with $L_{h}$ independent of $t$, then $K_{h}$ is the matrix

$$
K_{h}=\left[I+\Delta t L_{h}\right]^{-T / \Delta t} \quad(I=\text { identity matrix }) .
$$

Hence, the computation of $K_{h} y_{0 h}$ requires $T / \Delta t$-times the solution of a linear equation $\left[I+\Delta t L_{h}\right] y_{h}=g_{h}$ with different $g_{h}$ 's.

For the following it is important to study the "smoothing property" of $K$ (cf. Wahlbin [13]).

Statement 2.2. Under usual assumptions on the differential operator $L$ (of second order, cf. (1.2)) and B, the operator $K$ is a bounded mapping from $L^{2}(\Omega)$ into the Sobolev space $H^{1}(\Omega)$.

Proof. For the case of $L=L(x)$ independent of $t$ compare Bramble and Thomée [1]. The general case is treated by Tanabe [11, (5.136)].

Corollary 2.1. If $n=1$ [i.e., $\left.\Omega=\left(x_{0}, x_{1}\right) \subset \mathbb{R}\right]$ or if $\partial \Omega$ is a sufficiently smooth boundary, Statement 2.2 holds with $H^{1}(\Omega)$ replaced by $H^{2}(\Omega)$.

Let $L_{h}^{2}\left(\Omega_{h}\right)$ and $H_{h}^{s}\left(\Omega_{h}\right)$ be the discrete counterparts of $L^{2}(\Omega)$ and $H^{s}(\Omega)$, respectively. The discrete analogue of Statement 2.2 is

Statement 2.3. If (1.4a) is the implicit difference scheme (or implicit Galerkin method), the matrix $K_{h}$ of (2.4) is a mapping from $L_{h}^{2}\left(\Omega_{h}\right)$ into $H_{h}^{1}\left(\Omega_{h}\right)\left[\right.$ or $H_{h}^{2}\left(\Omega_{h}\right)(c f$. Corollary 2.1) or at least $\left.H_{h}^{1+\theta}\left(\Omega_{h}\right)\left(\theta<\frac{1}{2}, c f .[4]\right)\right]$ uniformly bounded with respect to $h$ :

$$
\begin{equation*}
\left\|K_{h}\right\|_{L_{h}^{2}\left(\Omega_{h}\right) \rightarrow H_{h}^{s}\left(\Omega_{h}\right)} \leqq C, \quad s=1,1+\theta, \text { or } 2 . \tag{2.5}
\end{equation*}
$$

Here and in the following $C$ denotes a generic constant not depending on the discretization parameter $h$.

An easy proof of (2.5) can be given in the case of the model problem

$$
\begin{array}{ll}
u_{t}-u_{x x}=g_{1}(x, t), & 0<x<\pi, \quad 0<t<T, \\
u(x, t)=g_{2}(x, t) \quad \text { at } x=0, \pi, & 0<t<T, \\
u(x, 0)=y_{0}(x), & 0<x<\pi
\end{array}
$$

discretized by the implicit scheme

$$
\Delta t^{-1}[u(x, t)-u(x, t-\Delta t)]-h^{-2}[u(x-h, t)-2 u(x, t)+u(x+h, t)]=g_{1}(x, t)
$$

Setting $g_{1}=0, g_{2}=0$, and

$$
y_{0}(x)=\sum_{\nu=1}^{N-1} c_{\nu} \sin \nu x, \quad N=\frac{\pi}{h}
$$

gives that the amplification factor of each $\sin \nu x$-term is

$$
\left(1+4 \Delta t h^{-2} \sin ^{2} \frac{\nu h}{2}\right)^{-T / \Delta t}, \quad 0<\nu<N
$$

(cf. Richtmyer and Morton [9]). Inequality (2.5) holds if and only if the amplification factor is $\leqq C\left(1+\nu^{2}\right)^{-s / 2}$. Obviously, this is true with $s \leqq 2$ for the implicit scheme without any limitation to $\Delta t$.

In the case of the Crank-Nicolson difference scheme (cf. [9]) the amplification factor becomes

$$
\left[\left(1-2 \Delta t h^{-2} \sin ^{2} \frac{\nu h}{2}\right) /\left(1+2 \Delta t h^{-2} \sin ^{2} \frac{\nu h}{2}\right)\right]^{-T / \Delta t}, \quad 0<\nu<N .
$$

This expression is $\leqq C\left(1+\nu^{2}\right)^{-1}$ if the time step $\Delta t$ is restricted by

$$
\Delta t \leqq \frac{\text { const } \cdot h}{\log \left(h^{-1}\right)} .
$$

For $\Delta t=$ const $\cdot h$ we obtain inequality (2.5) only with $s=0$.
The explicit difference scheme

$$
\begin{aligned}
& \Delta t^{-1}[u(x, t)-u(x, t-\Delta t)]-h^{-2}[u(x-h, t-\Delta t)-2 u(x, t-\Delta t)+u(x+h, t-\Delta t)] \\
& \quad=g_{1}(x, t)
\end{aligned}
$$

is stable only if $\Delta t \leqq h^{2} / 2$. For the strengthened condition

$$
\Delta t \leqq \lambda h^{2} ; \quad \lambda<\frac{1}{2}
$$

one can prove that the amplification factor $\left|1-4 \Delta t h^{-2} \sin ^{2}(\nu h / 2)\right|^{T / \Delta t}$ is bounded by $C\left(1+\nu^{2}\right)^{-1}$. Hence, (2.5) holds for $s \leqq 2$.
3. Linear algorithm (multigrid iteration of the second kind). Let $h_{0}>h_{1}>\cdots>$ $h_{l}>\cdots$ be a sequence of decreasing step sizes, e.g.,

$$
\begin{equation*}
h_{l}=\Delta x_{l}=\frac{h_{0}}{2^{l}}, \quad \Delta t_{l}=\lambda h_{l}^{2}=\frac{\Delta t_{0}}{4^{l}} \quad(l=\text { level number }) . \tag{3.1}
\end{equation*}
$$

We replace the subscript $h_{l}$ by $l$ :

$$
\begin{gathered}
L_{l}^{2}=L_{h_{l}}^{2}\left(\Omega_{h_{l}}\right), \quad H_{l}^{s}=H_{h_{l}}^{s}\left(\Omega_{h_{l}}\right), \\
K_{l}=K_{h_{l}}, \quad u_{l}=u_{h_{l}}, \quad f_{l}=f_{h_{l}}, \quad y_{l}=y_{h_{l}}, \quad \Omega_{l}=\Omega_{h_{l}} .
\end{gathered}
$$

Define the prolongation

$$
p_{l, l-1}: L_{l-1}^{2} \rightarrow L_{l}^{2}
$$

by piecewise linear interpolation, and let

$$
r_{l-1, l}: L_{l}^{2} \rightarrow L_{l-1}^{2}
$$

be the restriction to the coarser grid $\Omega_{l-1}$. Then

$$
\begin{equation*}
\left\|I-p_{l, l-1} r_{l-1, l}\right\|_{H_{l \rightarrow L_{l}^{2}} \leqq C h_{l}^{s}, \quad 0 \leqq s \leqq 2} \tag{3.2}
\end{equation*}
$$

is valid. For the implicit discretization with $\Delta t=\lambda \Delta x^{2}$ the following consistency condition holds:

$$
\begin{equation*}
\left\|K_{l-1} r_{l-1, l}-r_{l-1, l} K_{l}\right\|_{H\left\{\rightarrow L_{l-1}^{2}\right.} \leqq C h_{l-1}^{s}, \quad 0 \leqq s \leqq 2 \tag{3.3}
\end{equation*}
$$

Statement 3.1. Let $h_{0}$ be small enough. The assumptions (2.5), (3.2), and (3.3) are the main conditions for proving that the following algorithm has a rate of convergence proportional to $h_{l}^{s}$.

Proof. Compare [3].
The following algorithm is explained in [3]:

Algorithm. Let $l$ be the actual level number, $i$ be the number of iterations, and $f$ be the right-hand side $f_{l}$ of (2.4). The input value $u$ contains the starting value $u_{l}^{(k)}$ ( $k$ th iterate), while the output value is $u_{l}^{(k+i)}((k+i)$ th iterate $)$.

```
procedure mgm ( \(i, l, u, f\) ); integer \(i, l\); array \(u, f\);
if \(l=0\) then \(u:=\left(I-K_{0}\right)^{-1} * f\) else
begin integer \(j\); array \(d, v\);
    for \(j:=1\) step 1 until \(i\) do
    begin \(u:=K_{l} * u+f ; d:=r_{l-1, l} *\left(u-K_{l} * u-f\right)\);
        \(v:=0 ; \operatorname{mgm}(2, l-1, v, d) ;\)
        \(u:=u-p_{l, l-1} * v ;\)
end end;
```

Since the rate of convergence rapidly tends to zero (cf. Statement 3.1), one step of the iteration usually yields a result with sufficiently small iteration error, provided that the coarsest grid size $h_{0}$ is small enough. It is advisable to call the procedure mgm once at every level $1,2, \cdots, l$ :

$$
\begin{align*}
& u_{0}:=\left(I-K_{0}\right)^{-1} * f_{0} \\
& \text { for } j:=1 \text { step } 1 \text { until } l \text { do }  \tag{3.4}\\
& \text { begin } u_{j}:=p_{i, j-1} * u_{j-1} ; \operatorname{mgm}\left(1, j, u_{j}, f_{j}\right) \text { end; }
\end{align*}
$$

The procedure mgm requires a repeated performance of the mapping $v_{l} \mapsto K_{l} v_{l}+f_{l}$. If $h=h_{l}$ is the finest grid size, i.e., the grid size $h$ of the original discrete problem (1.4a, b), the mapping $v_{l} \mapsto K_{l} v_{l}+f_{l}:=y_{l}(\cdot, T)$ requires the solution of (1.4a) with $y_{l}(\cdot, 0):=v_{l}$ instead of (1.4b). The computation of $f_{l}$ is not necessary.

If $h_{l}>h$ is an auxiliary grid size, $K_{l} v_{l}$ can be computed by solving the homogeneous problem (1.4a) with $g_{h}=0$ and $y_{l}(\cdot, 0):=v_{l}$. Then $K_{l} v_{l}$ results from $y_{l}(\cdot, T)$.

For the coarsest grid size $h_{0}$ the solution of $\left(I-K_{0}\right)^{-1} f_{0}$ can be obtained in two different ways. The first method requires the computation of the matrix $I-K_{0}$ and its $L U$-decomposition in a preprocessing phase. Then $\left(I-K_{0}\right)^{-1} f_{0}$ is computed as $U^{-1} L^{-1} f_{0}$. This method is preferred if $\Delta x_{0}$ is coarse enough, i.e., if the number of equations ( $=\operatorname{dim} L_{0}^{2}$ ) is small. The second method can be applied if any other method for solving (1.4a, b) $\left(h=h_{0}\right)$ is available. Let $h:=h_{0}$. For given $f_{0}$ define the right-hand side $g_{h}$ of (1.4a) by $g_{h}:=M_{h} \tilde{y}_{h}$, where $\tilde{y}_{h}(\cdot, t):=0$ for $t<T$ and $\tilde{y}_{h}(\cdot, T):=f_{0}$. Solve (1.4a, b) with this choice of $g_{h}$ resulting in $y_{h}$. Then $u_{0}=\left(I-K_{0}\right)^{-1} f_{0}$ is the initial and final value of $y_{h}: u_{0}=y_{h}(\cdot, T)$.

Statement 3.2. (Operation count). One step of the algorithm mgm at the level $l$ requires 2 -fold solving of $v_{l} \mapsto K_{l} v_{l}+f_{l}$ at $h=h_{l}$ and $3 \cdot 2^{\nu-1}$-fold solving of $v_{l-\nu} \mapsto$ $K_{l-\nu} v_{l-\nu}$ at $h=h_{l-\nu}(\nu=1,2, \cdots, l-1)$. At the lowest level, $h=h_{0}, 3 \cdot 2^{l-2}$ linear systems $\left(I-K_{0}\right)^{-1} f_{0}$ are to be solved.

If the computational work of $v_{l} \mapsto K_{l} v_{l}$ is

$$
\begin{equation*}
W_{l} \approx C \Delta t_{l}^{-1} \Delta x_{l}^{-n}=C \lambda^{-1} h_{l}^{-n-2}=C^{\prime} \cdot 2^{(n+2) l} \tag{3.5}
\end{equation*}
$$

and if the work taken by solving $\left(I-K_{0}\right)^{-1} f_{0}$ is neglected, one step of the iteration requires work of

$$
I_{t}=\left(2+\frac{3}{2-2^{-n}}\right) W_{l}
$$

For $n=1$ (one space variable) we have $I_{l} \leqq 4 W_{l}$. The use of the program (3.4) is only slightly more expensive than only one iteration at the level $l$. Under the condition (3.5) the work required by (3.4) amounts to $\left[1-2^{-n-2}\right]^{-1} I_{l} \leqq \frac{8}{7} I_{l} \leqq 4.6 W_{l}$.
4. Numerical example for the linear algorithm. Consider the periodic problem

$$
\begin{array}{ll}
y_{t}=y_{x x}+\frac{2 t-1}{2-x}\left[x(1-x)+\frac{2 t-1}{(2-x)^{2}}\right], & 0 \leqq t \leqq 1,0 \leqq x \leqq 1, \\
y(0, t)=y(1, t)=0, & 0 \leqq t \leqq 1, \\
y(x, 0)=y(x, 1), & 0 \leqq x \leqq 1 . \tag{4.1c}
\end{array}
$$

The exact solution is $y(x, t)=\left(t-\frac{1}{2}\right)^{2} x(1-x) /(2-x)$.
According to (3.1) we choose the step sizes

$$
h_{l}=\Delta x_{l}=2^{-2-l}, \quad \Delta t_{l}=4^{-l} .
$$

The finest $\operatorname{grid}(l=4)$ is defined by $h=\Delta x=\frac{1}{64}$ and $\Delta t=\frac{1}{256}$. The rates $\rho_{l}$ of convergence of the multigrid iteration at the level $l$ are: $\rho_{1}=4 \mathrm{E}-4, \rho_{2}=2 \mathrm{E}-6, \rho_{3}=2 \mathrm{E}-7$, $\rho_{4}=6 \mathrm{E}-8$. Table 1 contains the results $u_{j}(1 \leqq j \leqq 4)$ of the loop (3.4). The total error is $\max \left\{\left|u_{l}(x)-y(x, 0)\right|: x=0, \Delta x_{l}, 2 \Delta x_{l}, \cdots, 1\right\}$. It is the sum of the discretization error and of the iteration error. But because of the very fast convergence the iteration error is much smaller than the discretization error, as can be seen from the last column.

Table 1
Errors of the first iterate $u_{l}^{(1)}$ resulting from (3.4) for the example (4.1a-c)

| $l$ | $h=\Delta x_{l}$ | $\Delta t_{l}$ | total error | iteration error |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\frac{1}{4}$ | 1 | $1.71 \mathrm{E}-2$ | - |
| 1 | $\frac{1}{8}$ | $\frac{1}{4}$ | $4.19 \mathrm{E}-3$ | $3.4 \mathrm{E}-8$ |
| 2 | $\frac{1}{16}$ | $\frac{1}{16}$ | $1.04 \mathrm{E}-3$ | $1.7 \mathrm{E}-12$ |
| 3 | $\frac{1}{32}$ | $\frac{1}{64}$ | $2.61 \mathrm{E}-4$ | $1.5 \mathrm{E}-14$ |
| 4 | $\frac{1}{64}$ | $\frac{1}{256}$ | $6.52 \mathrm{E}-5$ | 0 |

5. Nonlinear algorithm. Let (1.5a) and (1.4b) be the discretization of the nonlinear periodic problem (1.3a, b), (1.1c). According to § 2 we denote the mapping $y_{h}(\cdot, 0) \mapsto y_{h}(\cdot, T)\left[y_{h}\right.$ solution of $\left.(1.5 \mathrm{a})\right]$ by $\Re_{h}(\cdot): y_{h}(\cdot, T)=\mathscr{\Re}_{h}\left(y_{h}(\cdot, 0)\right)$. Again, the problem (1.5a), (1.4b) is equivalent to $u_{h}=\Re_{h}\left(u_{h}\right)$. Replacing the subscript $h=h_{l}$ by $l$ we write

$$
\begin{equation*}
u_{l}=\Re_{l}\left(u_{l}\right) . \tag{5.1}
\end{equation*}
$$

In the following we need the more general problem

$$
\begin{equation*}
u_{l}=\mathscr{\Re}_{l}\left(u_{l}\right)+f_{l}, \tag{5.2}
\end{equation*}
$$

where $f_{l}$ is some small perturbation.
Assume that (5.2) has at least one solution, denoted by $u_{l}=\phi_{l}\left(f_{l}\right)$. For $l=0$ there must be some iteration

$$
\begin{equation*}
v_{0} \mapsto \tilde{\phi}_{0}\left(v_{0}, f_{0}\right) \tag{5.3}
\end{equation*}
$$

that converges to the solution $\phi_{0}\left(f_{0}\right)$ of (5.2), e.g., Newton's iteration.

The nonlinear multigrid method nmgm described below can be used as proposed in (3.4):

```
\(\tilde{u}_{0}:=\) suitable approximation of \(u_{0}=\phi_{0}(0) ;\)
for \(j:=1\) step 1 until \(l\) do
\(\operatorname{begin} \tilde{f}_{j-1}:=\tilde{u}_{j-1}-\mathscr{\Re}_{j-1}\left(\tilde{u}_{j-1}\right)\);
        \(\tilde{u}_{j}:=p_{i-1, j} * \tilde{u}_{j-1} ; \operatorname{nmgm}\left(1, j, \tilde{u}_{j}, 0\right) ;\)
end;
```

The parameter of nmgm have the same meaning as those of the procedure mgm. $\tilde{u}_{l-1}$ must be an approximation of $u_{l-1}=\phi_{l-1}(0)$ (=solution of (5.1)). $\tilde{f}_{l-1}$ is the defect $\tilde{u}_{l-1}-\Re_{l-1}\left(\tilde{u}_{l-1}\right)$ of $\tilde{u}_{l-1}$.

```
procedure nmgm ( \(i, l, u, f\) ): integer \(i, l\); array \(u, f\);
if \(l=0\) then \(u:=\tilde{\phi}_{0}(u, f)\) else
begin integer \(j\); real \(s\); array \(d, v\);
    for \(j:=1\) step 1 until \(i\) do
    begin \(u:=\mathscr{\Re}_{l}(u)+f\);
        \(d:=r_{l-1, l} *\left(u-\mathscr{I}_{l}(u)-f\right) ;\)
        \(s:=\) if \(\|d\|=0\) then 1 else \(\rho /\|d\|\);
        \(d:=\tilde{f}_{l-1}+s * d\);
        \(v:=\tilde{u}_{l-1} ; \operatorname{nmgm}(2, l-1, v, d)\);
        \(u:=u-p_{l, l-1} *\left(v-\tilde{u}_{l-1}\right) / s\)
end end;
```

$\|\cdot\|$ is the norm of $L_{l}^{2}$. The positive number $\rho$ ensures that $\|d\| \leqq\left\|\tilde{f}_{l-1}\right\|+\rho$ is sufficiently small. For a discussion of this algorithm we refer to [5]. Another application of nmgm is reported in [6].

Note that the algorithm can be improved. Whenever nmgm is called with $u:=\tilde{u}_{l}$ the statement $u:=\Re_{l}(u)$ can be replaced by $u:=u-\tilde{f}_{l}$.

It must be emphasized that the algorithm nmgm needs no derivatives $\Re_{l}^{\prime}=\partial \Re_{l} / \partial u_{l}$. For $l=0$ only we need a derivative if $u_{0}=\mathscr{I}_{0}\left(u_{0}\right)+f_{0}$ is solved by Newton's iteration. Usually, the modified Newton iteration with $\Re_{0}^{\prime}\left(\tilde{u}_{0}\right)$, $\tilde{u}_{0}$ fixed, instead of $\mathfrak{\Re}_{0}^{\prime}\left(u_{0}\right)$ is applied.
6. Numerical example for the nonlinear algorithm. We consider the example of Steuerwalt [10]:

$$
\begin{array}{ll}
u_{t}=u_{x x}+c_{1} \cdot\left(c_{2}^{4}-u^{4}\right)+c_{3}, & 0 \leqq x \leqq 5, \quad 0 \leqq t \leqq p, \\
u_{x}(0, t)=u_{x}(5, t)=0, & 0 \leqq t \leqq p, \\
u(x, p)=u(x, 0), & 0 \leqq x \leqq 5, \tag{6.1c}
\end{array}
$$

where

$$
\begin{gathered}
p=.0085, \quad c_{1}=.1958291075 \mathrm{E}-8, \quad c_{2}=10 \\
c_{3}(x, t)= \begin{cases}24933.89252 \cdot \exp \left(\frac{-x^{2}}{2}\right) & \text { if } 0 \leqq t \leqq .0005 \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

For the solution of the initial-boundary value problem (6.1a, b) and (2.1) we introduce the step sizes $\Delta x=5 / N$ and $\Delta t=p / M$. Here, $\Delta t$ denotes the maximal time step. According to the definition of $c_{3}$, the actual step size is $t_{\nu+1}-t_{\nu}$, where
$t_{\nu+1}=\min \left(t_{\nu}+\Delta t, t_{M}\right)$ with $t_{M}=.0005$ if $t_{\nu}<.0005$ and $t_{M}=p$, otherwise. The iteration (5.3) is chosen as Newton's iteration with a derivative evaluated at a fixed approximation $\tilde{u}_{0}$. Note that $\tilde{u}_{0}$ has to approximate only $u_{0}=\phi_{0}(0)$, not the actual value $u_{l}$, since we have to approximate the solution of (5.3) only for small $f_{0}$.

The direct application of the multigrid algorithm to the problem (6.1a-c) yields no fast convergence. The choice $h_{0}=\Delta x_{0}=\frac{5}{2}$ as coarsest grid size results in a divergent iteration. For $h_{0}=\Delta x_{0}=\frac{5}{4}$ we obtain slow convergence. The rates of convergence are about 0.6 . The reason of this behavior is the smallness of the time interval $[0, p]$. The smoothing effect is too weak. Note that the constant $C$ of (2.5) tends to infinity as $1 / p$ if $p \rightarrow 0$. This is also true if $\Delta t$ is decreased for fixed $h=\Delta x$.

Nevertheless, there is an easy remedy. Extend the coefficients of (6.1a) periodically to the interval $[0,5 p]$ or $[0,10 p]$. Obviously, a periodic solution of $(6.1 \mathrm{a}-\mathrm{c})$ is a solution of the extended problem, too.

Table 2 contains the rates of convergence for different choices of the finest and coarsest grid sizes $\Delta x_{l}=h_{l}$.

TABLE 2
Rates of convergence of the nonlinear algorithm for the example (6.1a-c)

| Finest <br> grid <br> size | Time interval: $[0,5 p]$ |  | Time interval: $[0,10 p]$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coarsest grid size $\Delta x_{0}:$ |  | Coarsest grid size $\Delta x_{0}:$ |  |  |  |
|  | $\frac{5}{2}$ | $\frac{5}{4}$ | $\frac{5}{8}$ | $\frac{5}{2}$ | $\frac{5}{4}$ | $\frac{5}{8}$ |
| $\frac{5}{8}$ | .64 | .55 | - | .53 | .41 | - |
| $\frac{5}{16}$ | .55 | .42 | .28 | .24 | .16 | .08 |
| $\frac{5}{32}$ | .20 | .11 | .05 | .05 | .03 | .02 |

If we apply the loop (5.4) with $h_{0}=\Delta x_{0}=\frac{5}{2}$ and

$$
\tilde{u}_{0}=(900.16,488.39,371.66)
$$

we obtain one iterate $u_{l}^{(1)}$ per level. The results at $x=0$ are shown in Table 3. The iteration error of $u_{4}^{(1)}$ is of the order of the discretization error of $u_{4}$.

TABLE 3
Results of (5.4) at $x=0$ for the example ( $6.1 \mathrm{a}-\mathrm{c}$ ) with $[0,10 p]$ as time interval.

| Level $l$ | $\Delta x_{l}=h_{l}$ | $\Delta t_{l}$ | $u_{l}^{(1)}(0)$ | Exact discrete <br> solution at $x=0$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $\frac{5}{2}$ | $10 p$ | - | 900. |
| 1 | $\frac{5}{4}$ | $10 p / 4$ | 881. | 890. |
| 2 | $\frac{5}{8}$ | $10 p / 16$ | 879.4 | 888.6 |
| 3 | $\frac{5}{16}$ | $10 p / 64$ | 888.20 | 888.42 |
| 4 | $\frac{5}{32}$ | $10 p / 256$ | 888.3688 | 888.3730 |
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# A PROJECTED LAGRANGIAN ALGORITHM FOR NONLINEAR $\boldsymbol{l}_{\mathbf{1}}$ OPTIMIZATION* 
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#### Abstract

The nonlinear $l_{1}$ problem is an unconstrained optimization problem whose objective function is not differentiable everywhere, and hence cannot be solved efficiently using standard techniques for unconstrained optimization. The problem can be transformed into a nonlinearly constrained optimization problem, but it involves many extra variables. We show how to construct a method based on projected Lagrangian methods for constrained optimization which requires successively solving quadratic programs in the same number of variables as that of the original problem. Special Lagrange multiplier estimates are used to form an approximation to the Hessian of the Lagrangian function, which appears in the quadratic program. A special line search algorithm is used to obtain a reduction in the $l_{1}$ objective function at each iteration. Under certain conditions the method is locally quadratically convergent if analytical Hessians are used.
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1. Introduction. The problem we wish to solve is

$$
l_{1} P: \min _{x}\left\{F_{1}(x) \mid x \in R^{n}\right\}
$$

where

$$
F_{1}(x)=\sum_{i=1}^{m}\left|f_{i}(x)\right|
$$

and the functions $f_{i}: R^{n} \rightarrow R^{1}$ are twice continuously differentiable. The function $F_{1}(x)$ is called the $l_{1}$ function, and $l_{1} P$ is referred to as the $l_{1}$ problem. The $l_{1}$ problem is an unconstrained optimization problem in which the objective function has discontinuous derivatives and hence it is inappropriate to use a standard unconstrained minimization method to solve it. The problem is equivalent to the following nonlinearly constrained problem in which both the objective and constraint functions are twice continuously differentiable:

$$
\begin{array}{ll}
\text { ELP: } \quad & \min \left\{\sum_{i=1}^{m} u_{i} \mid x \in R^{n}, u \in R^{m}\right\} \\
& \text { subject to } c_{i}^{(\sigma)}(x, u) \geqq 0, \quad i=1,2, \cdots, m ; \quad \sigma=-1,1, \\
& \text { where } c_{i}^{(\sigma)}(x, u)=u_{i}-\sigma f_{i}(x) .
\end{array}
$$

We could solve ELP using a method for the general nonlinear programming problem, but this is very unattractive since $m$, the number of extra variables, may be large. A method can be derived which exploits the special structure of problem ELP, essentially reducing it back to a problem with $n$ variables. One special feature of ELP is that the $l_{1}$ function $F_{1}$ is a natural merit function which can be used to measure progress towards the solution of ELP. Such a merit function is not generally available for the nonlinear

[^26]programming problem without the introduction of a parameter such as a penalty parameter.

The method we adopt to solve $l_{1} P$ consists of two parts at each iteration: (1) obtain a direction of search by solving and perhaps modifying a quadratic program based on a projected Lagrangian algorithm for ELP, and (2) take a step along the search direction which reduces the $l_{1}$ function. The general approach is similar to that described for the minimax problem by Murray and Overton [24]. The structure of the quadratic program to be solved is, however, considerably different from the minimax case; this is described in full in subsequent sections. We use a special line search algorithm which is closely related to the one used in the minimax case. This is discussed in §7; the details may be found in [23]. We note that no convexity assumptions are made. We concern ourselves only with local minima.

A number of other algorithms have been proposed for solving the nonlinear $l_{1}$ problem. These will be discussed further in § 10 , after our algorithm has been described in full. At the time of this writing, no other algorithms related to projected Lagrangian methods using second order information have, to our knowledge, been published. However, Bartels and Conn are currently doing some related work.

It is important to distinguish $l_{1} P$ from the problem of solving a general nonlinear equality-constrained optimization problem by minimizing an " $l_{1}$ penalty function", i.e., $P(x)=F^{(G)}(x)+\rho \sum_{i=1}^{k}\left|c_{i}^{(G)}(x)\right|$, where $\rho>0$ and $F^{(G)}$ and $c_{i}^{(G)}, i=1, \cdots, k$, are respectively the objective function and equality constraints. Clearly a suitable positive constant can be added to $F^{(G)}$ so that $P(x)$ has the form $F_{1}(x)$ on any given region of interest. However, the important point is that minimizing such a penalty function is a very special case of $l_{1} P$ since the solution is of no interest unless $\rho$ is large enough that all the constraints are zero at the solution, and hence that only one of the terms in the sum, namely $F^{(G)}(x)$, is nonzero at the solution. A related comment can be made for a similar penalty function constructed for inequality constraints, although in this case the connection with $l_{1} P$ is not so direct. We mention this point because such penalty functions have received a lot of attention recently, e.g., [10], [18]. In this paper, however, we are concerned with solving $l_{1} P$ without any such restrictions on the solution.
1.1. Notation. All vectors are column vectors, but for convenience we will write $(x, u)$ for $\binom{x}{u}$. Define $(*, \tilde{x}, \tilde{u})$ to be a solution of ELP. It follows that ${ }_{x}^{*}$ is a solution to $l_{1} P$ and

$$
F_{1}\left(\tilde{x}_{x}\right)=\sum_{i=1}^{m} \stackrel{*}{u}_{i .} .
$$

Let $\left(x^{(k)}, u^{(k)}\right)$ denote the $k$ th approximation to $\left.(*), ~ *\right)$.
At each iteration of the algorithm $\left(x^{(k+1)}, u^{(k+1)}\right)$ is obtained by setting

$$
x^{(k+1)}=x^{(k)}+\alpha p \quad \text { and } \quad u^{(k+1)}=\left|f\left(x^{(k+1)}\right)\right|
$$

where $p$ is the direction of search in $R^{n}$ and $\alpha$, a positive scalar, is the steplength, and the absolute value of a vector denotes the vector of the absolute values of the components. Note that this choice of $\left(x^{(k+1)}, u^{(k+1)}\right)$ immediately guarantees that all the points $\left\{\left(x^{(k)}, u^{(k)}\right)\right\}$ are feasible for ELP, i.e., $c_{i}^{(\sigma)}\left(x^{(k)}\right) \geqq 0, i=1, \cdots, m, \sigma=$ $-1,+1$. It also follows that for each $i$, at least one of the pair of constraints $\left(c_{i}^{(-1)}, c_{i}^{(+1)}\right)$ must have the value zero. We will be interested in the case where the other constraint in the pair is also zero at the solution, i.e., the corresponding function $f_{i}$ is zero. Therefore, at any point $x$ we define the active set of functions as those which we think
will have the value zero at the solution $\stackrel{*}{x}$, based on the information at $x$. This set will usually include all functions with the value zero at the point $x$ and may also include some with nonzero values. The exact procedure for selecting the active set at each iteration will be discussed in $\S 8$ and procedures for modifying this choice will be discussed in § 5.

We define $t=t(x)$ to be the number of active functions at $x$ and write the vector of active functions as $\hat{f}(x) \in R^{t}$. Define $\hat{\boldsymbol{\Sigma}}(x)$ to be the diagonal square matrix of order $t$ whose $i$ th diagonal component is 1 if $\hat{f}_{i}(x) \geqq 0$ and -1 otherwise. Define $\hat{V}(x)$ to be the $n \times t$ matrix whose columns $\left\{\hat{v}_{i}(x)\right\}$ are the gradients of the active functions. Similarly we define $\bar{f}(x) \in R^{m-t}$ to be the vector of inactive functions at $x$ and define $\bar{\Sigma}(x)$ and $\bar{V}(x)$ to be respectively the $(m-t) \times(m-t)$ diagonal matrix of the signs corresponding to $\bar{f}(x)$ and the $n \times(m-t)$ matrix of gradients of the inactive functions. We also define $\bar{u}$ and $\hat{u}$ to be the subvectors of $u$ corresponding to $\bar{f}$ and $\hat{f}$.

We define the active constraints at $x$ to be both constraints of each pair corresponding to the active functions plus the one constraint with zero value of each pair corresponding to the inactive functions. We can order the active constraints so that the vector of active constraint values is given by

$$
\hat{c}(x)=\left[\begin{array}{c}
\bar{u}-\bar{\Sigma}(x) \bar{f}(x) \\
\hat{u}-\hat{f}(x) \\
\hat{u}+\hat{f}(x)
\end{array}\right]
$$

with $\bar{u}=\bar{\Sigma}(x) \bar{f}(x), \hat{u}=\hat{\Sigma}(x) \hat{f}(x)$, by definition of $u$. Define $\hat{A}(x)$ to be the $(m+n) \times$ ( $m+t$ ) matrix whose columns $\left\{\hat{a}_{j}\right\}$ are the active constraint gradients. We can order the variables $\left\{u_{i}\right\}$ so that

$$
\hat{A}(x)=\left[\begin{array}{ccc}
-\bar{V}(x) \bar{\Sigma}(x) & -\hat{V}(x) & \hat{V}(x) \\
I_{m-t} & 0 & 0 \\
0 & I_{t} & I_{t}
\end{array}\right]
$$

Here $I_{s}$ is the identity matrix of order $s$. Note that $\hat{A}$ has full rank if and only if $\hat{V}$ has full rank.

We define $Y(x)$ to be a matrix with orthonormal columns spanning the range space of $\hat{V}(x)$ and define $Z(x)$ to be a matrix with orthonormal columns spanning the null space of $\hat{V}(x)^{T}$. Provided $\hat{V}(x)$ has full rank we have that $Y(x)$ has dimension $n \times t$, $Z(x)$ has dimension $n \times(m-t)$, and

$$
\begin{gathered}
Y(x)^{T} Y(x)=I_{t}, \quad Z(x)^{T} Z(x)=I_{n-t}, \\
Y(x)^{T} Z(x)=\hat{V}(x)^{T} Z(x)=0 .
\end{gathered}
$$

Let $g$ be the gradient of the objective function of ELP, i.e., the $(n+m)$-vector:

$$
g=\left(\begin{array}{l}
0 \\
\bar{e} \\
\hat{e}
\end{array}\right)
$$

where $\bar{e} \in R^{m-t}$ and $\hat{e} \in R^{t}$ are vectors of all ones.
The Lagrangian function associated with ELP is

$$
L(x, u, \lambda)=\bar{e}^{T} \bar{u}+\hat{e}^{T} \hat{u}-\lambda^{T} \hat{c}(x)
$$

where $\lambda \in R^{m+t}$ is a vector of Lagrange multipliers. The gradient of $L(x, u, \lambda)$ with respect to $x$ is $g-\hat{A} \lambda$. Define $W_{E}$ to be the Hessian of the Lagrangian function with
respect to $(x, u)$. Then

$$
W_{E}=\left[\begin{array}{cc}
W & 0 \\
0 & 0
\end{array}\right]
$$

where $W$ is the Hessian of $L(x, u, \lambda)$ with respect to $x$ only, i.e.,

$$
W(x, \lambda)=\sum_{i=1}^{m+t} \lambda_{i} \nabla_{x}^{2} \hat{c}_{i}(x)
$$

Define $Z_{E}$ to be a matrix with orthonormal columns spanning the null space of $\hat{A}^{T}$, i.e., $\hat{A}^{T} Z_{E}=0$. It follows from the definition of $\hat{A}$ that the first $n$ rows of $Z_{E}$ can be taken to be $Z$, the matrix which is orthogonal to $\hat{V}^{T}$. Thus $Z_{E}^{T} W_{E} Z_{E}$, the Hessian of $L(x, u, \lambda)$ projected into the null space of $\hat{A}^{T}$, can also be written as $Z^{T} W Z$.

We will use $p_{E}$ to denote a vector in $R^{n+m}$ whose first $n$ components are the direction of search vector $p$. We write

$$
p_{E}=\left(\begin{array}{l}
p \\
\bar{p} \\
\hat{p}
\end{array}\right)
$$

where $\bar{p}$ and $\hat{p}$ correspond to $\bar{u}$ and $\hat{u}$.
Often we will omit the arguments from the various vectors and matrices $\hat{f}, \bar{V}$, $\hat{A}$, etc. when it is clear that they are evaluated at $x^{(k)}$. We use the notation $\hat{A}, \hat{V}, \vec{Z}$ to denote $\hat{A}, \hat{V}, Z$ evaluated at $(*, *)$ with the active set of functions correctly chosen, i.e., consisting of all those functions with the value zero at $\dot{x}$.
1.2. Necessary and sufficient conditions. In the following, we refer to the constraint qualifications and the necessary and sufficient conditions for a point to be a minimum of the general nonlinear programming problem as defined in [12]. The necessary and sufficient conditions for $(\tilde{x}, \stackrel{*}{u})$ to be a local minimum of problem ELP, and therefore for ${ }_{x}^{*}$ to be a local minimum of problem $l_{1} P$, are simplifications of these general conditions. It can be shown that the first-order constraint qualification always holds for ELP. The conditions therefore reduce to the following:

First-order necessary condition. If $(* *, *)$ is a local minimum of ELP then there exists a vector of Lagrange multipliers $\tilde{\lambda}^{*} \in R^{m+t}$ such that

$$
g-\stackrel{*}{A} \hat{\lambda}=0 \quad \text { and } \quad \stackrel{*}{\lambda} \geqq 0
$$

Second-order necessary condition. If $\left({ }_{x}^{*}, \stackrel{*}{u}\right)$ is a local minimum of ELP and the second-order constraint qualification holds, then $\stackrel{*}{Z}^{T} W\left(\stackrel{*}{x}^{*}, \dot{*}^{\boldsymbol{N}}\right) \stackrel{*}{Z}$, the projected Hessian of the Lagrangian function, is positive semi-definite.

Sufficient condition. If the first-order necessary condition holds at $\left({ }_{x}^{x}, \stackrel{*}{u}\right)$, the Lagrange multipliers are all strictly positive, i.e., $\stackrel{\wedge}{\lambda}^{\boldsymbol{*}}>0$, and $\stackrel{*}{Z}^{T} W\left(*^{*}, \stackrel{*}{\lambda}^{*}\right)^{*}$ is positive definite, then $(*, x, *)$ is a strong local minimum of ELP. Thus in terms of $l_{1} P, F_{1}\left({ }_{x}^{*}\right)<F_{1}(x)$ for all $x$ such that $|x-\tilde{x}|<\delta$, for some $\delta>0$.

In the case where all the $\left\{f_{i}\right\}$ are linear it is well known that a solution must exist with $n$ active functions at $\dot{x}$. Then, normally the matrix ${ }_{Z}^{*}$ is null, which implies the second-order conditions are also null. The nonlinear problem, however, can have a unique solution with anything from zero to $n$ functions active at $\stackrel{*}{x}$.

Alternative derivations of optimality conditions for $l_{1} P$ are given in [7], [14].
2. Use of the equivalent problem ELP. At every iteration we wish the search direction $p$ to be a descent direction for $F_{1}$, i.e.,

$$
F_{1}^{\prime}\left(x^{(k)}, p\right)<0
$$

where $F_{1}^{\prime}\left(x^{(k)}, p\right)$ is the directional derivative

$$
\lim _{h \rightarrow 0^{+}} \frac{1}{h}\left(F_{1}\left(x^{(k)}+h p\right)-F_{1}\left(x^{(k)}\right)\right)
$$

It is easy to see that $F_{1}^{\prime}\left(x^{(k)}, p\right)$ is also given by

$$
\begin{equation*}
\sum_{i \mid f_{i} \neq 0} \frac{f_{i}}{\left|f_{i}\right|} v_{i}^{T} p+\sum_{i \mid f_{i}=0}\left|v_{i}^{T} p\right| \tag{2.1}
\end{equation*}
$$

where $v_{i}=\nabla f_{i}$. We have the following:
THEOREM 1. If $p_{E}$ is a first-order feasible descent direction for ELP, i.e.,

$$
\begin{equation*}
g^{T} p_{E}<0 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla c_{i}^{(\sigma)^{T}} p_{E} \geqq 0 \text { for all } i, \sigma \text { such that } c_{i}^{(\sigma)}=0 \tag{2.3}
\end{equation*}
$$

then $p$ is a descent direction for $F_{1}$ and hence a sufficiently small step along it must result in a reduction in $F_{1}$.

Proof. Suppose for the moment that the active set consists of those and only those functions which are zero at $x^{(k)}$, so that we can use the notation developed for this. We then have $\hat{A}^{T} p_{E} \geqq 0$, and hence

$$
\begin{array}{r}
-\bar{\Sigma} \bar{V}^{T} p+\bar{p} \geqq 0, \\
-\hat{V}^{T} p+\hat{p} \geqq 0, \\
\hat{V}^{T} p+\hat{p} \geqq 0 .
\end{array}
$$

It follows from (2.1) and (2.2) that

$$
F_{1}^{\prime}\left(x^{(k)}, p\right) \leqq \bar{e}^{T} \bar{p}+\hat{e}^{T} \hat{p}<0
$$

It is possible for $p_{E}$ to be a first-order feasible direction without being a feasible direction for ELP. This causes no difficulty since $u^{(k+1)}$ is set to $\left|f\left(x^{(k+1)}\right)\right|$ and hence it is always possible to obtain a lower feasible point for ELP if (2.2) and (2.3) hold, by reducing $F_{1}$ along $p$.

A second desirable property for $p$ arises from considering the active set of functions, i.e., those we expect to have the value zero at $\stackrel{*}{x}$. We wish to choose $p$ so that the first-order change in these functions predicts that they will all have the value zero at $x^{(k)}+p$. An equivalent condition is:

$$
\begin{equation*}
\hat{V}^{T} p=-\hat{f} \tag{2.4}
\end{equation*}
$$

This condition is implied by the following condition on the $(n+m)$-vector $p_{E}$ :

$$
\begin{equation*}
\hat{A}^{T} p_{E}=-\hat{c} . \tag{2.5}
\end{equation*}
$$

Strictly speaking, (2.5) is a stronger condition than the pair of conditions (2.4) and

$$
\begin{equation*}
\hat{A}^{T} p_{E} \geqq-\hat{c} . \tag{2.6}
\end{equation*}
$$

However, since the only difference is that the variables $\left\{u_{i}\right\}$ are required to be on their bounds and it will become evident later that this does not affect the choice of search direction, for simplicity we will require that $p_{E}$ satisfy (2.5).

Thus we see that one view of ELP is as a device to obtain a search direction $p$ along which $F_{1}$ can be reduced in the line search. We emphasize again that we wish (2.2) and (2.3) to hold so that $p$ is a descent direction for $F_{1}$, and that the active set nature of the algorithm indicates that (2.4) and hence (2.5) should also hold.
3. Derivation and solution of QP subproblem. The solution of ELP is at a minimum of the Lagrangian function in the null space of the active constraint Jacobian. The usual method for solving a general linearly constrained problem is to approximate the objective function by a quadratic function and then determine the search direction by solving some appropriate quadratic program (QP). Consider therefore the quadratic program:

$$
\begin{array}{ll}
\text { QP1: } \quad & \min _{p_{E}} \frac{1}{2} p_{E}^{T} W_{E}\left(x^{(k)}, \lambda^{(k)}\right) p_{E}+g^{T} p_{E} \\
& \text { subject to } \hat{A}^{T} p_{E}=-\hat{c}, \\
& \text { where } \lambda^{(k)} \text { is an estimate of } \lambda^{*} .
\end{array}
$$

The constraints of QP1 are equivalent to (rearranging equations):

$$
\begin{align*}
-\bar{\Sigma} \bar{V}^{T} p+\bar{p} & =0 \\
-\hat{\Sigma} \hat{V}^{T} p+\hat{p} & =0  \tag{3.1}\\
\hat{\Sigma} \hat{V}^{T} p+\hat{p} & =-2 \hat{\Sigma} \hat{f} .
\end{align*}
$$

The last two equations imply that

$$
\begin{equation*}
\hat{p}=\hat{\Sigma} \hat{V}^{T} p=-\hat{\Sigma} \hat{f} \tag{3.2}
\end{equation*}
$$

Since $g^{T} p_{E}=\bar{e}^{T} \bar{p}+\hat{e}^{T} \hat{p}$ it follows that $p$ can be obtained by solving the following QP in only $n$ variables:

QP2: $\quad \min _{p} p^{T} W\left(x^{(k)}, \lambda^{(k)}\right) p+\bar{e}^{T} \bar{\Sigma} \bar{V}^{T} p$
subject to $\hat{V}^{T} p=-\hat{f}$.
In order to solve QP2 we introduce the matrices $Y$ and $Z$ defined in § 1.1. These may be determined from the $Q R$ factorization of $\hat{V}$ :

$$
\hat{V}=Q\left[\begin{array}{c}
R \\
0
\end{array}\right]=\left[\begin{array}{ll}
Y & Z
\end{array}\right]\left[\begin{array}{l}
R \\
0
\end{array}\right]
$$

where $R$ is an upper triangular matrix of order $t$. If $\hat{V}$ has full rank and $Z^{T} W Z$ is positive definite, then the unique solution of QP2 may be expressed as the sum of
two orthogonal components

$$
\begin{equation*}
p=Y p_{Y}+Z p_{Z} \tag{3.3}
\end{equation*}
$$

where $p_{Y} \in R^{t}$ and $p_{Z} \in R^{n-t}$. We have

$$
\begin{equation*}
\hat{V}^{T} p=R^{T} p_{Y}=-\hat{f}, \tag{3.4}
\end{equation*}
$$

and $p_{Y}$ is determined entirely by the constraints of QP1. The vector $p_{Z}$ is given by the solution of

$$
\begin{equation*}
\left(Z^{T} W Z\right) p_{Z}=-Z^{T}\left(\bar{V} \bar{\Sigma} \bar{e}+W Y p_{Y}\right) \tag{3.5}
\end{equation*}
$$

We shall also wish to refer to the related QP with homogeneous constraints:
QP3: $\quad \min _{p} \frac{1}{2} p^{T} W p+\bar{e}^{T} \bar{\Sigma} \bar{V}^{T} p$
subject to $\hat{V}^{T} p=0$.
The solution of this is given by $p=Z q_{z}$, where

$$
\begin{equation*}
\left(Z^{T} W Z\right) q_{z}=-Z^{T} \bar{V} \bar{\Sigma} \bar{e} \tag{3.6}
\end{equation*}
$$

At every iteration of our algorithm an attempt is made to set the search direction $p$ to the solution of QP2, but for various reasons this may be inadequate. In subsequent sections we explain what action is taken in these circumstances.
4. Lagrange multiplier estimates. Let us first suppose that $x^{(k)}$ is a minimum on the manifold defined by the current active set. Then for some $\lambda$ we have

$$
\hat{A} \lambda=g .
$$

If we write $\lambda=\left(\bar{\lambda}, \hat{\lambda}^{+}, \hat{\lambda}^{-}\right)$, this is equivalent to

$$
\begin{gather*}
-\bar{V} \bar{\Sigma} \bar{\lambda}-\hat{V} \hat{\lambda}^{+}+\hat{V} \hat{\lambda}^{-}=0,  \tag{4.1}\\
\bar{\lambda}=\bar{e}, \tag{4.2}
\end{gather*}
$$

$$
\begin{equation*}
\hat{\lambda}^{+}+\hat{\lambda}^{-}=\hat{e} . \tag{4.3}
\end{equation*}
$$

Let us therefore define

$$
\begin{equation*}
\pi=\hat{\lambda}^{+}-\hat{\lambda}^{-} . \tag{4.4}
\end{equation*}
$$

Equations (4.1) and (4.2) then reduce to

$$
\begin{equation*}
\hat{V} \pi=-\bar{V} \bar{\Sigma} \bar{e} \tag{4.5}
\end{equation*}
$$

It follows from (4.3) and (4.4) that the first order necessary condition $\dot{\lambda}^{*} \geqq 0$ is equivalent to

$$
|*| \leqq \leqq 1,
$$

where ${ }^{*}$ is $\pi$ at ${ }_{*}^{*}$. The vector $\pi$ here plays the same role as the vector $w$ in the linear case described by Bartels, Conn and Sinclair [6].

The question we face in this section is how to define the vector of Lagrange multiplier estimates at any point $x^{(k)}$, dropping the assumption that it is the minimum on the manifold. Multiplier estimates are needed to define the matrix $W$ and to determine whether constraints should be deleted from the active set. It is better to use new information obtained at the current point $\boldsymbol{x}^{(k)}$ rather than use the multipliers of
the QP solved at the previous iteration. Such an estimate should in some sense approximately satisfy the overdetermined system based on the first order necessary conditions:

$$
\begin{equation*}
\hat{A} \lambda \approx g . \tag{4.6}
\end{equation*}
$$

Clearly it makes no sense to delete an active constraint corresponding to an inactive function, since the corresponding variable $\bar{u}_{i}$ will be reduced at the end of the iteration to make the constraint active again. Similarly, only one active constraint of the pair corresponding to an active function should be considered for deletion. These facts combined with the fact that the search direction is being determined for a QP involving only $n$ variables indicate that a special estimate taking into account the structure of ELP should be used, as opposed to the least squares solution of (4.6).
$\lambda_{C}$ : The special estimate for ELP. The special estimate is required to satisfy exactly those equations in (4.6) which are exactly the same as the equations holding at the minimum on the manifold defined by the active set. Thus we define $\lambda_{C}$ to be the least squares solution to the approximate equation (4.1), subject to the constraint that (4.2) and (4.3) hold exactly. Equivalently we can define $\pi_{C}$ as the solution of the least squares problem

$$
\begin{equation*}
\min \|\hat{V} \pi+\bar{V} \bar{\Sigma} \bar{e}\|_{2}^{2} \tag{4.7}
\end{equation*}
$$

It is then not necessary to explicitly form $\lambda_{C}$, since checking whether a component of $\pi$ is greater than one in modulus is equivalent to checking whether a component of $\hat{\lambda}^{+}$ or $\hat{\lambda}^{-}$is negative. Furthermore, using $\lambda_{C}$ to define $W$ results in

$$
\begin{aligned}
W & =\sum_{i=1}^{m-t}\left(\bar{\lambda}_{C}\right)_{i} \bar{\sigma}_{i} \nabla^{2} \bar{f}_{i}+\sum_{i=1}^{t}\left(\hat{\lambda}_{C}^{+}\right)_{i} \nabla^{2} \hat{f}_{i}+\sum_{i=1}^{t}-\left(\hat{\lambda}_{C}^{-}\right)_{i} \nabla^{2} \hat{f}_{i} \\
& =\sum_{i=1}^{m-t} \bar{\sigma}_{i} \nabla^{2} \bar{f}_{i}+\sum_{i=1}^{t}\left(\pi_{C}\right)_{i} \nabla^{2} \hat{f}_{i}
\end{aligned}
$$

where $\bar{\sigma}_{i}$ is the $i$ th diagonal element of $\overline{\boldsymbol{\Sigma}}$. Thus $\pi_{C}$ may also be used to define $W$ directly.
The vector $\pi_{C}$ can be computed directly from the $Q R$ factorization of $\hat{V}$ which we introduced in the last section to solve QP2. The estimate is a first-order multiplier estimate in the sense defined in [24].

Because at every iteration computing the search direction involves only the first $n$ variables of ELP, the multiplier estimate which is relevant to predicting whether the steepest descent step in a subspace of $R^{n}$ will be first-order feasible is $\lambda_{C}$, not the least squares solution to (4.6). Let us suppose that $\left(\pi_{C}\right)_{j}>1$ and that the constraint $\hat{u}_{j} \geqq$ $-\hat{f}_{j}(x)$ is to be deleted from the active constraint set (i.e., $\hat{f}_{j}$ is to be deleted from the active function set). Define $\tilde{V}$ as $\hat{V}$ with $\hat{v}_{j}$ deleted, and $\tilde{Z}$ by

$$
\tilde{V}^{T} \tilde{Z}=0, \quad \tilde{Z}^{T} \tilde{Z}=I_{n-t+1}, \quad \tilde{Z}=\left[\begin{array}{ll}
Z & z \tag{4.8}
\end{array}\right]
$$

Now consider the gradient of the linear term in QP2, i.e., $\bar{V} \bar{\Sigma} \bar{e}$. Since $\hat{v}_{j}$ is being deleted from the active set it should be included in the gradient of an objective function to be minimized in the null space of $\tilde{V}^{T}$. Therefore define the steepest descent step in the new null space to be

$$
\tilde{Z}_{s_{\tilde{Z}}}=-\tilde{Z} \tilde{Z}^{T}\left(\bar{V} \bar{\Sigma} \bar{e}+\hat{v}_{j}\right)
$$

(Here $\hat{v}_{j}$ has a positive sign since $\left(\pi_{C}\right)_{j}>1$.) We then have the following result relating the estimate $\pi_{C}$ to the first-order feasibility of $\tilde{Z}_{\tilde{z}}$.

Theorem 2. Assume $\hat{V}$ has full rank. If $\left(\pi_{C}\right)_{i}>1$, then

$$
\hat{v}_{i}^{T} \tilde{Z}_{s_{\tilde{Z}}}>0 .
$$

Proof. We have the least squares characterization:

$$
\hat{V} \pi_{C}=-\left(I-Z Z^{T}\right) \bar{V} \bar{\Sigma} \bar{e} .
$$

Thus

$$
\left(z^{T} \hat{v}_{j}\right)\left(\pi_{C}\right)_{j}=-z^{T} \bar{V} \bar{\Sigma} \bar{e}
$$

By definition of $\tilde{Z}_{\tilde{z}}$ we have:

$$
\begin{aligned}
\hat{v}_{j}^{T} \tilde{Z}_{s_{\tilde{Z}}} & =\hat{v}_{j}^{T}\left[\begin{array}{ll}
Z & z
\end{array}\right] s_{\tilde{Z}} \\
& =-\left[\begin{array}{ll}
0 & \hat{v}_{j}^{T} z
\end{array}\right]\left[\begin{array}{c}
Z^{T} \\
z^{T}
\end{array}\right]\left(\bar{V} \bar{\Sigma} \bar{e}+\hat{v}_{i}\right) \\
& =-\left(\hat{v}_{i}^{T} z\right)\left(z^{T} \bar{V} \bar{\Sigma} \bar{e}+z^{T} \hat{v}_{j}\right) \\
& =-\left(\hat{v}_{i}^{T} z\right)^{2}\left(1-\left(\pi_{C}\right)_{j}\right)>0 .
\end{aligned}
$$

(The fact that $\hat{V}$ has full rank implies that $\hat{v}_{j}^{T} \tilde{Z} \neq 0$ and hence $\hat{v}_{j}^{T} z \neq 0$.)
It follows from Theorem 2 that setting $p=\tilde{Z} s_{\tilde{Z}}$ defines a vector $p_{E}$ which is first-order feasible with respect to the deleted constraint $\hat{u}_{j} \geqq-\hat{f}_{j}(x)$, since $p_{E}$ is first-order feasible with respect to the retained active constraint $\hat{u}_{j} \geqq \hat{f}_{j}(x)$. Note that $\left(\pi_{C}\right)_{j}$ being $>1$ is equivalent to $\left(\hat{\lambda}_{C}\right)_{i}$, the multiplier corresponding to the deleted constraint, being negative. Clearly if $\left(\pi_{C}\right)_{j}<-1$ and hence $\left(\hat{\lambda}_{C}^{+}\right)_{j}<0$ then the deleted constraint would be $\hat{u}_{i} \geqq \hat{f}_{j}(x)$, the steepest descent step would be $-\tilde{Z} \tilde{Z}^{T}\left(\bar{V} \bar{\Sigma} \bar{e}-\hat{v}_{i}\right)$, and this would have a negative inner product with $\hat{v}_{j}$.
$\lambda_{L}$ : The least squares estimate in the larger space. Define $\lambda_{L}$ to be the least squares solution to (4.6). It is worth emphasizing that although the signs of the components of $\lambda_{L}$ determine the feasibility of steepest descent steps for ELP in the null space of $\hat{A}^{T}$ with a row deleted (see [17] and [24]), the estimate $\lambda_{L}$ is not relevant to the algorithm we describe for solving the $l_{1}$ problem. This is because (unlike in the minimax case of [24]), it is the range and null spaces of $\hat{V}$, not $\hat{A}$, which determine the search direction at each iteration. Unlike the minimax case, $\lambda_{L}$ and $\lambda_{C}$ are not scalar multipliers of each other. It will often be the case that a component of $\lambda_{C}$ is negative while the corresponding component of $\lambda_{L}$ is positive, indicating that if the corresponding constraint is deleted, the steepest descent step (with respect to ELP) in the new null space in the $(n+m)$-dimensional space will not be feasible with respect to the deleted constraint, while the steepest descent step (with respect to QP2) in the new null space in the $n$-dimensional space will be first-order feasible. The converse is much less likely to happen, i.e., where a component of $\lambda_{C}$ is positive while the corresponding component of $\lambda_{L}$ is negative, but it is possible to construct such an example.

Quite apart from its deficiencies, the estimate $\lambda_{L}$ is more expensive to compute than $\lambda_{C}$, since it involves the factorization of a larger matrix. If $m$ is large compared to $n$, then the additional effort may be prohibitively high. There is a slight simplification, however: since the last $t$ rows of $\hat{A}$ have full rank and are orthogonal to the others, it follows that the last $t$ equations in (4.6) must hold exactly and hence a least squares problem of slightly reduced dimension can be solved.

Clearly, it is undesirable to compute $\lambda_{L}$ and we will not discuss this estimate any further.
$\mu_{W}:$ A second-order estimate. A second-order multiplier estimate can be defined as the solution to the consistent set of overdetermined equations

$$
\hat{A} \mu_{W}=g+W_{E} p_{E} .
$$

The fact that the system is consistent implies that $\mu_{W}$ can be obtained from solving

$$
\hat{V} \pi_{W}=-\bar{V} \bar{\Sigma} \bar{e}-W p
$$

and there is no concern about solving the larger system. A negative component of $\mu_{W}$ does not guarantee that either a steepest descent or Newton step will be first-order feasible with respect to the deleted constraint.

Using the estimate $\pi_{C}$ to define $W$. Both the estimates $\pi_{C}$ and $\pi_{W}$ will be used to decide when to delete functions from the active set. Since a function corresponding to $\left|\left(\pi_{C}\right)_{j}\right|>1$ will not necessarily be deleted from the active set, we note here that we use $\pi_{C}$ to define $W$ as follows:

$$
\begin{gather*}
W=\sum_{i=1}^{t} \pi_{i}^{\prime} \nabla^{2} \hat{f}_{i}+\sum_{i=1}^{m-t} \bar{\sigma}_{i} \nabla^{2} \bar{f}_{i} \quad \text { where } \\
\pi_{i}^{\prime}= \begin{cases}-1 & \text { if }\left(\pi_{C}\right)_{i}<-1, \\
1 & \text { if }\left(\pi_{C}\right)_{i}>1, \\
\left(\pi_{C}\right)_{i} & \text { otherwise } .\end{cases} \tag{4.9}
\end{gather*}
$$

5. Properties of solution of QP subproblem. In this section we examine the properties of the solution to QP2. Initially, we assume that all functions with zero value are included in the active set, and that $\hat{V}$ has full rank and $Z^{T} W Z$ is positive definite so that the solution $p$ given by (3.3), (3.4) and (3.5) is unique. The corresponding solution to QP1 is $p_{E}$, where $\bar{p}$ and $\hat{p}$ are given by (3.1) and (3.2). We would like $p_{E}$ to satisfy (2.2), (2.3) and (2.5). Clearly the constraints of QP1 ensure that (2.3) and (2.5) hold. Thus the only question is whether $p_{E}$ is a descent direction for ELP, i.e., whether (2.2) holds. If all the active functions have the value zero, then the following applies:

Theorem 3. Suppose that $\hat{f}=0, \hat{V}$ has full rank and $Z^{T} W Z$ is positive definite. Then $p_{E}$, the solution to QP1, is a descent direction for ELP provided it is not zero.

Proof. We have $g^{T} p_{E}=\bar{e}^{T} \bar{p}+\hat{e}^{T} \hat{p}=\bar{e}^{T} \bar{\Sigma} \bar{V}^{T} p$ by (3.1) and (3.2). Since $\hat{f}=0$ we have $p_{Y}=0$ and $p=Z p_{Z}$ as defined by (3.5). Thus

$$
g^{T} p_{E}=\bar{e}^{T} \bar{\Sigma} \bar{V}^{T} Z p_{Z}=-p_{Z}^{T}\left(Z^{T} W Z\right) p_{Z}
$$

by (3.5). Since $Z^{T} W Z$ is positive definite, $g^{T} p_{E}$ must be negative if $p_{Z} \neq 0$, i.e., $p \neq 0$.

If $p=0$, then by (3.5) $Z^{T} \bar{V} \bar{\Sigma} \bar{e}=0$ and $x^{(k)}$ is a minimum on the manifold defined by the current active constraints, and hence (4.6) is a consistent set of equations with $\lambda_{C}=\lambda_{L}$. Thus either $x^{(k)}$ is the required solution, or one of the components of $\lambda_{C}$ is negative or zero, i.e., $\left|\left(\pi_{C}\right)_{j}\right| \geqq 1$ for some $j$.

If $p=0$ and at least one of the multipliers is negative, i.e., $\left|\left(\pi_{C}\right)_{j}\right|>1$, then it is necessary to delete a corresponding function from the active set to obtain a descent direction. If $p=0$, and the component of $\pi_{C}$ with largest modulus is $\pm 1$, corresponding to a zero multiplier, then $x^{(k)}$ may or may not be a solution. We refer to Gill and Murray [17] for the treatment of zero multipliers.
5.1. Nonzero active functions. In practice it will rarely be the case that $\hat{f}=0$, so we now drop this assumption. If we were sufficiently restrictive in the definition of the active set (e.g., no active functions) we could force this condition to be true, but it is
important for the efficiency of the algorithm not to be too restrictive in the choice of active set. It could then happen that $p_{E}$ is an ascent direction for ELP. It is now necessary to introduce some further notation. We denote the components of $p_{E}$ which correspond to the orthogonal $n$-vectors $Y p_{Y}$ and $Z p_{Z}$ by $p_{E Y}$ and $p_{E Z}$ respectively. More specifically, we define:

$$
p_{E Y}=\left[\begin{array}{c}
Y p_{Y}  \tag{5.1}\\
\bar{\Sigma} \bar{V}^{T} Y p_{Y} \\
-\hat{\Sigma} \hat{f}
\end{array}\right] \text { and } \quad p_{E Z}=\left[\begin{array}{c}
Z p_{Z} \\
\bar{\Sigma} \bar{V}^{T} Z p_{Z} \\
0
\end{array}\right] .
$$

We have $p_{E}=p_{E Y}+p_{E Z}$.
Without the assumption that $\hat{f}=0$, both $p_{E Y}$ and $p_{E Z}$ could be ascent directions for ELP. If the component $p_{E Z}$ is an ascent direction it can be replaced by

$$
\left[\begin{array}{c}
Z q_{z} \\
\bar{\Sigma} \bar{V}^{T} Z q_{z} \\
0
\end{array}\right]
$$

where $Z q_{z}$ is the solution to QP3 and $q_{z}$ is given by (3.6). It is clear from Theorem 3 that this direction is descent for ELP unless it is zero. The motivation here is that if $x$ is too far away from the solution $\stackrel{*}{x}$, the inhomogeneous constraints of QP2 may not approximate the active functions at $\dot{x}$ and may impede the search direction, but minimizing the quadratic form subject to $\hat{V}^{T} p=0$ will give an adequate reduction in the $l_{1}$ function. We prefer to solve QP2 if possible since this is ultimately required for quadratic convergence.

If the component $p_{E Y}$ is an ascent direction the following theorem shows that a constraint can always be found with a negative multiplier estimate. The interpretation of this situation is that too many functions have been selected to be active and are being forced to be approximately zero at $x^{(k)}+p$, thus forcing the inactive functions to increase in modulus more than the active ones are decreasing.

Theorem 4. Assume $\hat{V}$ has full rank and let $p_{E Y}$ be defined by (5.1). If $g^{T} p_{E Y}>0$, then for some $j$ either $\hat{f}_{j}>0$ and $\left(\pi_{C}\right)_{j}>1$, or $\hat{f}_{j}<0$ and $\left(\pi_{C}\right)_{j}<-1$.

Proof. It follows from $g^{T} p_{E Y}>0$ that

$$
\bar{e}^{T} \bar{\Sigma} \bar{V}^{T} Y p_{Y}-\hat{e}^{T} \hat{\Sigma} \hat{f}>0
$$

A characterization of the solution of the least squares problem (4.7) is

$$
\hat{V} \pi_{C}=-Y Y^{T} \bar{V} \bar{\Sigma} \bar{e}
$$

Multiplying both sides by $Y p_{Y}$, we have from (3.4) that

$$
\pi_{C}^{T} \hat{f}=\bar{e} \bar{\Sigma} \bar{V} \bar{V}^{T} Y p_{Y}
$$

and hence

$$
\pi_{C}^{T} \hat{f}>\hat{e}^{T} \hat{\Sigma} \hat{f}
$$

Therefore for some $j,\left(\pi_{C}\right)_{j} \hat{f}_{j}>\left|\hat{f}_{j}\right|$ and the result follows.
It also follows from the above that if $g^{T} p_{E Y}=0$, then either $\hat{f}=0$ (covered by Theorem 3) or, for some $j, \operatorname{sgn}\left(\hat{f}_{j}\right)\left(\pi_{C}\right)_{j} \geqq 1$ (a multiplier estimate is zero or negative). It is worth noting that Theorem 4 does not hold in general if other multiplier estimates such as $\lambda_{L}$ and $\mu_{W}$ are substituted for $\lambda_{C}$.

It follows from Theorem 4 in conjunction with Theorem 2 that if $p_{E Y}$ is an ascent direction we can delete the active constraint corresponding to a negative component of $\lambda_{C}$ to obtain a first-order feasible direction. As in [24], we will not actually take the steepest descent direction $\tilde{Z}_{s_{\tilde{z}}}$ in the new null space. Instead, we will first try computing the Newton step $\tilde{Z} q_{\tilde{z}}$, defined by (4.8) and

$$
\left(\tilde{Z}^{T} W \tilde{Z}\right) q_{\tilde{Z}}=-\tilde{Z}^{T}\left(\bar{V} \bar{\Sigma} \bar{e}+\operatorname{sgn}\left(\pi_{C}\right)_{j} \hat{v}_{j}\right)
$$

where the $j$ th active function was deleted. If $\operatorname{sgn}\left(\pi_{C}\right)_{j} \hat{v}_{j}^{T} \tilde{Z} q_{\tilde{Z}}>0$, i.e., $\tilde{Z} q_{\tilde{Z}}$ is first-order feasible in the sense of Theorem 2, then we take this as our search direction. Otherwise we use $\tilde{Z} r_{\tilde{Z}}$, where

$$
r_{\tilde{z}}=\left[\begin{array}{c}
-\left(Z^{T} W Z\right)^{-1} b \\
-z^{T} b
\end{array}\right]
$$

$b=\bar{V} \bar{\Sigma} \bar{e}+\operatorname{sgn}\left(\pi_{c}\right)_{j} \hat{v}_{j}$ and $z$ is given by (4.8). The proof that $\tilde{Z}_{r_{\tilde{Z}}}$ is a descent direction and is first-order feasible combines the methods of proof of Theorem 5 of [24] and Theorem 2 above in a straightforward way, so we do not present it here. The motivation for the use of $\tilde{Z} r_{\tilde{z}}$ is that it combines the Newton step in the null space of the previous active function Jacobian with the steepest descent step in the new direction made available by moving off an active constraint. The steepest descent component may be necessary to ensure the first-order feasibility, but we use a Newton component where possible since it is likely to give a larger reduction in the $l_{1}$ function.

The above explains how the direction of search is selected when a constraint (or equivalently a function) is deleted from the active set in order to obtain a descent direction when $g^{T} p_{E Y}>0$. However, it also applies when we wish to delete a constraint because it corresponds to a negative multiplier estimate which we consider reliable. It is well known in the context of constrained optimization that it is inefficient to accurately approximate a minimum on the manifold corresponding to the current active set before moving off constraints with negative multiplier estimates. Section 9 gives the details of the conditions under which such constraints are deleted from the active set.
5.2. Avoiding a rank-deficient Jacobian or an indefinite projected Hessian. If $\hat{V}$ is rank-deficient then the constraints of QP2 may not be compatible. Clearly it is desirable to restrict the number of functions in the active set so that $\hat{V}$ has full rank. The technique we use for doing this is identical to that described in [24] for the minimax problem (except that instead of ordering the potential columns of $\hat{A}$ by the size of $\left\{c_{j}\right\}$ we order the potential columns of $\hat{V}$ by the size of $\left.\left|f_{j}\right|\right)$.

If $Z^{T} W Z$ is not positive definite then the vector $p$ given by (3.3), (3.4) and (3.5) is a step to a stationary point which is not a minimum of the quadratic form on the linear manifold defined by the constraints and may even be a maximum. An alternative direction of search which is satisfactory uses the modified Cholesky factorization of [16]. This computes the Cholesky factorization of $Z^{T} W Z+E$, where $E$ is a nonnegative diagonal matrix large enough to make $Z^{T} W Z+E$ numerically positive definite. The modified Newton direction in the null space of $\hat{A}^{T}$ is then taken as $Z q_{Z}$ where $q_{Z}$ is given by $\left(Z^{T} W Z+E\right) q_{Z}=-Z^{T} \bar{V} \bar{\Sigma} \bar{e}$. It is easy to show that this vector is a descent direction for $l_{1} P$ provided it is not zero. For further discussion of alternative directions of search and the possibility of encountering a constrained saddle point see [24].
6. Finite difference and quasi-Newton approximations to the Hessian. In practice we may wish to use a finite difference or quasi-Newton approximation instead of the analytical Hessians $\left\{\nabla^{2} f_{i}\right\}$. In the former case we approximate $W Z$ by differencing the gradients $\left\{\nabla f_{i}\right\}$ along the columns of $Z$. It is not necessary to approximate $W$ itself,
although it is necessary to approximate $W\left(Y p_{Y}\right)$ if we wish to compute $\pi_{W}$. One point to note here is that for the $l_{1}$ problem $W$ involves the Hessians of all the $m$ functions $\left\{f_{i}\right\}$, whereas in the minimax problem of [24] $W$ involves only the Hessians of the $t$ active terms. Since for many applications (particularly arising from data approximation) $m$ is much larger than $t$ this means that a finite difference approximation may be considerably more expensive than a quasi-Newton approach for an $l_{1}$ problem, while a finite difference approach may be more efficient for a comparable minimax problem.

When a quasi-Newton method is used, two approaches are possible: approximating the full matrix $W$ (see for example Powell [27]) or the projected matrix $Z^{T} W Z$ (see for example Murray and Wright [25]).
7. Determining the steplength. We use a special steplength algorithm tailored to the $l_{1}$ problem to obtain the steplength $\alpha$ at each iteration. This algorithm is presented in [23]. The initial step $\alpha_{0}$ is set to either one, or the shortest estimated step to a zero of an inactive function, if this is less than one. Thus

$$
\alpha_{0}=\min \left\{1, \alpha_{0}^{\prime}\right\}
$$

where

$$
\alpha_{0}^{\prime}=\min \left\{\left.\frac{-\bar{f}_{i}}{\bar{v}_{i}^{T} p} \right\rvert\, \bar{v}_{i}^{T} p \neq 0 \text { and } \frac{\bar{f}_{i}}{\bar{v}_{i}^{T} p}<0\right\} .
$$

8. Selecting the active set. Clearly it is necessary to be able to make a reasonable choice of the active set at each iteration. If functions are required to have very small magnitude to be included in the active set then the iterates will follow the constraint boundaries very slowly and convergence will be slow. However if too many functions are selected as active the directions of search may be poor. The active set strategy which has been most successful in our numerical experiments is the same as that described for problem $l_{\infty} P$ in [24], with some slight modifications, as follows. We define the scaled function values by $\bar{c}_{i}=\left(m\left|f_{i}\right|\right) / F_{1}$. Since there may be no active functions the first decision is whether to include the smallest one (in absolute value) in the active set. This decision is made in the same way as the decision of whether to include a second active constraint in the minimax case, replacing the gradient $v_{1}$ by the gradient of the $l_{1}$ function when no functions are active, i.e., $\bar{V} \bar{\Sigma} \bar{e}$.
9. Summary of the algorithm. The $k$ th iteration of the algorithm using analytical Hessians or a finite difference approximation to $W Z$ is summarized as follows. The case where $W$ or $Z^{T} W Z$ is approximated by a quasi-Newton method differs only in that second-order multiplier estimates are not used. Some details of the algorithm may be changed with more numerical experience; for example the multiplier test in Step 10 is somewhat arbitrary. All vector and matrix functions are to be evaluated at the current point $x$.

Algorithm.

1. [Select active set.] Form $\hat{f}, \bar{f}, \hat{V}, \bar{V}, \bar{\Sigma}$. Let $h=\bar{V} \bar{\Sigma} \bar{e}$.
2. [QR factorization.] Factorize $\hat{V}=\left[\begin{array}{ll}Y & Z\end{array}\right]\left[\begin{array}{ll}R \\ 0\end{array}\right]$.
3. [First order multiplier estimate and one component of search direction.] Solve $R \pi_{C}=-Y^{T} h$ and $R^{T} p_{Y}=-\hat{f}$.
4. [Projected Hessian.] Form $Z^{T} W Z$, where $W$ is given by (4.9).
5. [Modified Cholesky factorization.] Factorize $Z^{T} W Z+E=L D L^{T}$.
6. [Termination criteria.] If $\|\hat{f}\|$ and $\left\|Z^{T} h\right\|$ are greater than prescribed tolerances then go to Step 7.

Otherwise: - if $\left|\pi_{C}\right|<1$ and $E=0$ ( $Z^{T} W Z$ numerically positive definite) then STOP- $x$ satisfies convergence criteria.

- if $\max \left|\left(\pi_{C}\right)_{i}\right|>1$ then go to Step 13.
- if $\max \left|\left(\pi_{C}\right)_{i}\right|=1$ then optionally try zero multiplier procedure (see [17]).
- if $E \neq 0$ then optionally try saddle point procedure (see [24] and [16]).

7. [Other component of search direction.] If $E \neq 0$ then go to Step 12. Otherwise solve $\left(L D L^{T}\right) p_{Z}=-Z^{T}\left(h+W Y p_{Y}\right)$.
8. [Second-order multiplier estimates.] Solve $R \pi_{W}=-Y^{T}\left(h+W\left(Y p_{Y}+Z p_{Z}\right)\right)$.
9. [Check whether too many functions active.] If $h^{T} Y p_{Y}-\hat{e}^{T} \hat{\Sigma} \hat{f}>0$ (i.e., $\left.g^{T} p_{E Y}>0\right)$ then go to Step 13.
10. [Check multiplier estimates.] Let $\left|\left(\pi_{C}\right)_{j}\right|=\max \left|\left(\pi_{C}\right)_{i}\right|$ and let $\rho_{1}=\max \left|\left(\pi_{C}\right)_{j}\right|$, $\left.\left|\left(\pi_{W}\right)_{j}\right|\right)-1$ and $\rho_{2}=\left(\left\|Z^{T} h\right\|_{2}+\|\hat{f}\|_{2}\right) /\left(1+F_{1} / m\right)$. If $\rho_{2}<\min \left(1, \rho_{1}\right)$ and $2\left|\left(\pi_{C}\right)_{j}-\left(\pi_{W}\right)_{j}\right|<\rho_{1}$ then go to Step 13. (This condition ensures that the accuracy with which the minimum on the manifold has been approximated and the accuracy of the multiplier estimates are sufficiently high compared to the uncertainty of the signs of the multipliers.)
11. [Direction of search.] If $h^{T} Z p_{Z}<0$ (i.e., $g^{T} p_{E Z}<0$ ) then set $p=Y p_{Y}+Z p_{Z}$ and go to Step 14.
12. [Alternative direction of search.] Solve $\left(L D L^{T}\right) q_{Z}=-Z^{T} h$ and set $p=Z q_{z}$. Go to Step 14.
13. [Delete a term from the active set.] Delete $\hat{f}_{j}$ from the active set where $\left|\left(\pi_{C}\right)_{j}\right|=\max \left|\left(\pi_{C}\right)_{i}\right|$, and compute the direction of search $p$ as explained in §5.1.
14. [Line search.] Replace $x$ by $x+\alpha p$, where $\alpha$ is obtained from the steplength algorithm discussed in $\S 7$. That $p$ is guaranteed to be a descent direction for $l_{1} P$ follows from Theorem 1 and the discussion in $\S 5$.
15. Relationships to other algorithms. We begin this section by discussing algorithms for problem $l_{1} P$ when the functions $\left\{f_{i}\right\}$ are linear. The equivalent problem ELP is then a linear programming problem, although it is not in standard form. The connection between the linear $l_{1}$ problem and linear programming (although using a different formulation from ELP) was observed by Charnes, Cooper and Ferguson [8]. Since then a large number of different methods have been proposed for solving the linear $l_{1}$ problem by various linear programming formulations. References to many such methods may be found in [2], [4], [5], [31]. Probably the most widely used method is that of Barrodale and Roberts [4], which solves a variation of ELP put in standard form by a primal simplex method taking account of the special structure. An alternative approach taken by Claerbout and Muir [9] and Bartels, Conn and Sinclair [6] is to solve the problem directly by minimizing the piecewise linear function. However, it is possible to think of these methods as linear programming methods applied to ELP, by considering the connection between the vector $w$ in Bartels, Conn and Sinclair (which corresponds to $\pi$ in our nonlinear algorithm) and the simplex (Lagrange) multipliers of ELP, just as we do for the nonlinear problem. This is the approach we prefer since it retains the familiar linear programming terminology while avoiding transforming ELP to standard form.

A completely different approach to the linear $l_{1}$ problem is to solve a sequence of weighted least squares problems as the Lawson algorithm (see [28]) does for the linear
$l_{\infty}$ problem. This was suggested by Schlossmacher [30] but Gallant and Gerig [15] show that this method can be unstable.

It is somewhat surprising, given the number of linear $l_{1}$ algorithms, that there has been comparatively little work done on the nonlinear $l_{1}$ problem. Osborne and Watson [26] solve the nonlinear $l_{1}$ problem by solving a sequence of linear $l_{1}$ problems. The solution to each linear $l_{1}$ problem, obtained by a linear programming technique, is used as a search direction along which the minimum of $F_{1}$ is found by an exact line search. We are aware of only two published methods for the nonlinear $l_{1}$ problem which use second-order information, both of which appeared only recently. El-Attar, Vidyasagar and Dutta [11] suggest a method related to the penalty method for nonlinear programming in which a sequence of increasingly ill-conditioned unconstrained optimization problems are solved. McLean and Watson [22] propose both a first-order Levenbergtype of method similar to those of [1], [21] for the minimax problem, and a method which uses second-order information. The latter is a two-stage method similar to that of Watson [32] for the minimax problem, in which successive linear programming problems are solved until it is thought that the active set has been identified, whereupon a switch is made to solving a system of nonlinear equations by Newton's method. The system has order $n+t$, since the variables and multipliers are obtained together. Since $t$ may often be close to $n$ ( $t$ equals $n$ in the linear case), the systems of equations which are solved may be much larger than the ones we solve.

We are not aware of any published methods of the projected Lagrangian type for problem $l_{1} P$, although we understand that Bartels and Conn are currently doing some related work. It would be possible to construct a method related to ours but which solves an inequality-constrained quadratic program variant of QP1 at each iteration as Han [19] does for the minimax problem. However, such a QP has $n+m$ variables and it is not possible to transform this directly to an inequality-constrained QP in $n$ variables (as we transform QP1 to QP2). It would be necessary to solve the inequalityconstrained QP by a special-purpose method taking into account the special structure, just as the Bartels, Conn and Sinclair method essentially solves the linear program equivalent of ELP by a special-purpose method. See [24] for remarks concerning the relative merits of solving the equality and inequality-constrained QP's.
11. Asymptotic convergence results. We can make use of the known asymptotic convergence results for nonlinear programming since in the limit our method becomes a projected Lagrangian method for constrained optimization applied to the special case ELP. We assume that the $\left\{f_{i}\right\}$ are twice continuously differentiable, that $\stackrel{*}{Z}^{T} \stackrel{*}{W}^{*} \not{ }^{*}$ is positive definite, that $\stackrel{*}{V}$ has full rank, that $|\stackrel{*}{\pi}|<1\left(\lambda^{*}>0\right)$, and that in a neighborhood of the solution the steplength is always one. All of these assumptions correspond to standard assumptions in proofs of superlinear convergence for constrained optimization. Under these conditions our algorithm is locally quadratically convergent in the case that analytical Hessians are used. The proof of this follows from the proof of Robinson [29] that Wilson's algorithm is quadratically convergent combined with the proof of Fletcher [13] that using first-order multiplier estimates does not inhibit quadratic convergence. Superlinear convergence in the case of a particular quasiNewton approximation to $W$ follows from Powell [27].
12. Computational results. We present the results from applying the algorithm to $l_{1}$ problems with the same $\left\{f_{i}(x)\right\}$ as the first four problems presented in [24]. The solutions obtained are listed below, together with references where the definitions of the $\left\{f_{i}(x)\right\}$ and the starting point used may be found.

Problem 1. (Bard [3, p. 170].)

$$
F_{1}(*)=0.12434 \quad \text { with } \quad \stackrel{*}{x}=(0.10094,1.52515,1.97211)^{T} .
$$

Problem 2. (Kowalik and Osborne [20, p. 104, ex. (v)].)

$$
F_{1}(*)=0.0038768 \text { with } \quad \stackrel{*}{x}=(0.19337,0.19377,0.10893,0.13973)^{T} .
$$

Problem 3. (Madsen [21, p. 326, ex. 2].)

$$
F_{1}(\stackrel{*}{x})=1.00000 \quad \text { with } \quad \stackrel{*}{x}=(0.0000,0.0002)^{T} .
$$

Problem 4. (El-Attar et al. [11, p. 81, ex. 2].)
$F_{1}(*)=7.8942 \quad$ with $\quad \stackrel{*}{x}=(0.53597,0.00000,0.031918)^{T}$.
The results are summarized in Table 1. The termination conditions were that $\|\hat{f}\|_{2}<10^{-6},\left\|Z^{T} \bar{V} \bar{\Sigma} \bar{e}\right\|_{2}<10^{-6}, Z^{T} W Z$ numerically positive definite and $\left|\pi_{C}\right| \leqq 1$. The line search accuracy parameter $\eta$ was set to 0.9 (see [23] for the definition of this parameter). Several other choices of $\eta$ were tried, but $\eta=0.9$ was the most efficient, indicating, as expected, that a slack line search is desirable, at least on these problems. The machine used was an IBM 370/168 in double precision, i.e., with 16 decimal digits of accuracy. The column headed NI reports the number of iterations required, which is also the number of times the Hessian was approximated using finite differences. The column headed NF gives the number of function evaluations (not including gradient evaluations for the Hessian approximation).

TAble 1

| Problem | $n$ | $m$ | $n-t$ | NI | NF |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | (Bard [3]) | 3 | 15 | 0 | 20 | 20 |
| 2 | (Kowalik and Osborne [20]) | 4 | 11 | 0 | 11 | 14 |
| 3 | (Madsen [21]) | 2 | 3 | 0 | 15 | 15 |
| 4 | (El-Attar et al. [11, \#2]) | 3 | 6 | 2 | 10 | 11 |

These results demonstrate that our algorithm can be very efficient. Final quadratic convergence was observed in all cases except Problem 3, for which $\stackrel{*}{V}$ is rank deficient. The results must, however, be regarded as preliminary since further work needs to be done regarding the active set strategy.
13. Concluding remarks. The motivation for requiring the search direction at each iteration to be a first-order feasible descent direction for ELP and, if possible, to be a solution of the quadratic program QP1, is quite similar to that presented in [24] for the minimax problem. This is because both the minimax and $l_{1}$ problems are equivalent to differentiable constrained optimization problems with natural merit functions available to measure progress towards a solution. However the details of the algorithm presented here for the $l_{1}$ problem are considerably different from the algorithm of [24]. In particular, although ELP and QP1 involve $m$ extra variables, we have shown how to derive a method which solves successive quadratic programming problems in only $n$ variables. Other points which have been emphasized include the
different roles of multiplier estimates and directions of search in the $(n+m)$ - and $n$-dimensional spaces.

We could repeat many of the concluding remarks of [24] here. For example, we observe that linear constraints can be incorporated directly into the algorithm but that nonlinear constraints increase the complexity of problem $l_{1} P$ to that of the general nonlinear constrained optimization problem. In summary, the method of this paper has been designed to take advantage of all the special properties of the $l_{1}$ problem which are not available for general constrained optimization problems.
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#### Abstract

In this paper we present algorithms and data structures that may be used in the efficient implementation of symmetric Gaussian elimination for sparse systems of linear equations with positive definite coefficient matrices. The techniques described here serve as the basis for the symmetric codes in the Yale Sparse Matrix Package.
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1. Introduction. A central task in the numerical solution of important scientific and engineering problems is quite often the solution of a system of linear equations

$$
\begin{equation*}
A x=b, \tag{1.1}
\end{equation*}
$$

where $A$ is an $N \times N$ sparse symmetric positive definite matrix. For instance, this is frequently the situation when finite difference or finite element methods are used to discretize linear partial differential equations arising from mathematical models in such areas as structural analysis. As another example, the modeling of nonlinear phenomena may lead to a large sparse system of nonlinear equations that can often be solved using a variant of Newton's method in which, at each step, a system of linear equations like (1.1) must be solved.

In the past several years, much attention has been focused on the use of Gaussian elimination for the solution of (1.1). With a variety of theoretical and practical tools, great progress has been made towards the joint goals of numerical accuracy in the solution and economy in terms of computing time and memory space. Several packages of Fortran subprograms [5], [10], [12] for the solution of (1.1) have been developed and widely distributed as a part of research in this area, and these have been gaining increasing acceptance in the scientific community.

The intent of this paper is to present and analyze several algorithms that are used in the Yale Sparse Matrix Package [5], one of the Fortran packages mentioned above. Publications elsewhere [5]-[7], [16] describe the software package and its use and discuss the rationale behind some of the design decisions. In this paper, however, we provide a complete detailed analysis. The conclusions of the analysis are borne out by a variety of experimental results reported, for example, in [4], [13], [17].

It is well known that the matrix $A$ of (1.1) can always be factored in the form

$$
\begin{equation*}
A=U^{T} D U \tag{1.2}
\end{equation*}
$$

where $U$ is unit upper triangular and $D$ is diagonal. Symmetric Gaussian elimination

[^27]for (1.1) is equivalent to first factoring $A$ in this way and then successively solving the systems:
\[

$$
\begin{equation*}
U^{T} y=b, \quad D z=y, \quad U x=z \tag{1.3}
\end{equation*}
$$

\]

to obtain $x$. For reasons of economy, we wish to factor $A$ and compute $x$ without storing or operating on zeros in $A$ and $U$. This requires a certain amount of storage and operational overhead; that is, extra storage for pointers to the locations of the nonzeros in addition to that needed for the numerical values of the matrix, and extra nonnumeric "bookkeeping" operations in addition to the required arithmetic operations. Our goal here is to describe a set of algorithms that can be implemented with little overhead.

We use a particularly robust algorithm designed by Chang [2] and previously used by Gustavson [11]. The computation is broken up into three distinct steps: symbolic factorization (SYMFAC), numeric factorization (NUMFAC), and forward- and backsolution (SOLVE). The SYMFAC step computes the zero structure of $U$ (i.e., the positions of the nonzeros in $U$ ) from that of $A$, disregarding the actual numerical entries of $A$. The NUMFAC step then uses the structural information generated by SYMFAC to compute the numerical values of $U$ and $D$. Finally, the SOLVE step uses the information produced by both SYMFAC and NUMFAC to solve the resulting triangular and diagonal systems for $x$.

The main advantage of splitting up the computation is flexibility. If several linear systems have identical coefficient matrices but different right-hand sides, only one SYMFAC and one NUMFAC step are needed; the different right-hand sides require only separate SOLVE steps. Similarly, a sequence of linear systems whose coefficient matrices have identical zero structures but different numerical entries can be solved by using just one SYMFAC step combined with separate NUMFAC and SOLVE steps for each system.

The algorithms for the SYMFAC, NUMFAC, and SOLVE steps are clearly interdependent and, to some extent, depend also on the data structures used to store $A$ and $U$. Since experience shows that the NUMFAC step requires substantially more computational effort than the other steps, the development in this paper is driven by the requirements of the NUMFAC algorithm; that is, we first design an efficient NUMFAC algorithm and then tailor the SYMFAC and SOLVE algorithms and data structures accordingly. Thus, in § 2, we construct efficient NUMFAC and SOLVE algorithms; in § 3, we describe data structures for efficiently storing $A$ and $U$; and in §4, we develop an efficient SYMFAC algorithm.

As an aside, we note that this paper does not consider the possibility of reordering the equations and unknowns of (1.1) in order to reduce the number of nonzeros in $U$ and the number of arithmetic operations required to factor $A$ and solve for $x$. In practice, it is quite important to do this (see, for example, [17]), but the effect on the topics we discuss here is minimal, since for positive definite systems, the reordering may be completed as a preprocessing step. In fact, the Yale Sparse Matrix Package (and, for that matter, most software packages available for solving (1.1) with sparse Gaussian elimination) accept as input a permutation corresponding to a reordering of the equations and unknowns and provide at least one subprogram for computing a good permutation.
2. Numerical factorization and solution. We begin by examining a factorization algorithm for dense matrices. Such algorithms are well known (see Forsythe and Moler [8]), and Algorithm 2.1 is a row-oriented version. In the algorithm the diagonal entries $d_{k k}$ are stored in a vector $D$ of length $N$ in which $D(k)=d_{k k}$. To avoid notational
confusion, we have presented the algorithm as if the matrix computations were performed on an upper triangular matrix $M$, although in a standard implementation, all the computations would be performed on the upper triangular portions of $A$ and $U$.

Algorithm 2.1

1. For $k=1$ to $N$ do
2. $\quad\left[D(k)=a_{k k}\right.$;
3. $\quad$ For $j=k+1$ to $N$ do
$\left[m_{k j}=a_{k j}\right] ;$
4. For $i=1$ to $k-1$ do
[ $t=m_{i k}$;
$m_{i k}=m_{i k} / D(i)$;
$D(k)=D(k)-t \cdot m_{i k} ;$
For $j=k+1$ to $N$ do
$\left.\left[m_{k j}=m_{k j}-m_{i k} \cdot m_{i j}\right]\right]$;
At any time during the execution of Algorithm 2.1, part of $M$ contains entries of $U$, part contains entries of $D U$ (the matrix product of $D$ and $U$ ), and part is unspecified. Figure 2.1a shows the contents of $M$ just prior to the start of the $k$ th step of the factorization. During the $k$ th step, the algorithm computes $d_{k k}$ (line 8), the $k$ th column of $U$ in the $k$ th column of $M$ (line 7), and the $k$ th row of $D U$ in the $k$ th row of $M$ (lines 9-10). Figure 2.1b shows the contents of $M$ at the conclusion of the $k$ th step. At the end of the factorization, $M$ contains exactly the entries of $U$.

(b) After kth factorization step

Fig. 2.1.

When $\boldsymbol{A}$ is dense, Algorithm 2.1 can be implemented efficiently, since it stores and operates on just the diagonal of $D$ and the upper triangles of $A$ and $U$. However, when $A$ is sparse, the algorithm fails to exploit the zeros in $A$ and $U$ to reduce the storage and work. The bulk of this section is devoted to the development of an efficient numerical factorization algorithm for this case.

Conceptually, at least, it is possible to avoid arithmetic operations on zeros by explicitly testing the operands prior to using them; unfortunately, there are two serious problems with this simple approach. First, all the entries in the upper triangles of $\boldsymbol{A}$
and $M$ would have to be stored, since any of them could be tested or used as $m_{k j}$ in line 10 of Algorithm 2.1. Second, there would be more test operations than arithmetic operations, so that the running time of such an algorithm would be asymptotically proportional to the amount of testing rather than to the amount of arithmetic $\operatorname{op}(A)^{1}$.

To overcome these difficulties, assume that at the beginning of the $k$ th step of the algorithm, we know:
(i) the set $R_{k}^{A}$ of columns $j>k$ for which $a_{k j} \neq 0$;
(ii) the set $R_{k}^{U}$ of columns $j>k$ for which $u_{k j} \neq 0$;
(iii) the set $C_{k}$ of rows $i<k$ for which $u_{i k} \neq 0$;
(iv) for each $i<k$, the set $R_{i, k}^{U}$ of columns $j>k$ for which $u_{i j} \neq 0$.

Then we can modify Algorithm 2.1 to obtain Algorithm 2.2 in which the only entries of $M$ used are those corresponding to nonzeros in $A$ or $U$.

Algorithm 2.2

1. For $k=1$ to $N$ do
2. $\quad\left[D(k)=a_{k k}\right.$;
3. $\quad$ For $j \in R_{k}^{U}$ do
4. $\quad\left[m_{k j}=0\right]$;
5. $\quad$ For $j \in R_{k}^{A}$ do
6. $\quad\left[m_{k j}=a_{k j}\right]$;
7. $\quad$ For $i \in C_{k}$ do
8. $\quad\left[t=m_{i k}\right.$;
9. $\quad m_{i k}=m_{i k} / D(i)$;
10. $\quad D(k)=D(k)-t \cdot m_{i k}$;
11. For $j \in R_{i, k}^{U}$ do
12. $\left.\left.\quad\left[m_{k j}=m_{k j}-m_{i k} \cdot m_{i j}\right]\right]\right]$;

We now turn to the implementation of Algorithm 2.2. This requires that we deal with the problem of "fillin", that is, with the creation of nonzeros in matrix positions of $U$ corresponding to zeros in $A$. A straightforward means of handling fillin involves list-processing. At the $k$ th step of the algorithm, all of the fillin occurs in the $k$ th row, so, by keeping that row as a linked list, it is possible to easily insert new nonzeros in their proper places. After the $k$ th step no additional fillin will occur in the $k$ th row, so it can be stored in a more efficient manner if desired. Unfortunately, the list-processing approach is not particularly efficient in terms of computation time, since potentially it requires a sweep through the entire linked list for each execution of the innermost loop, even though $\left|R_{i, k}^{U}\right|$ might be quite small. ${ }^{2}$

To avoid list-processing, we use a technique known as "row expansion" that was first suggested by Gustavson [11]. A modification of Algorithm 2.2 using row expansion is given as Algorithm 2.3. During the $k$ th step of Algorithm 2.3, row expansion consists of three phases:
(i) The $k$ th row of $A$ is expanded into a vector $V$ of length $N$ so that $V(j)=a_{k j}$ for $j \in R_{k}^{U} \cup\{k\}$. We assume that $R_{k}^{A} \subseteq R_{k}^{U}$; that is, we do not allow for accidental cancellation in which a nonzero in $A$ becomes zero in $U$.
(ii) For each $i \in C_{k}$, a multiple of row $i$ of $U$ is subtracted from $V$. No special attention need be given to fillin since, if the $j$ th column fills in, then $V(j)$ was set to zero in (i) before the row operations began.

[^28](iii) The $k$ th row of $D U$ is obtained by storing $V(j)$ in $(D U)_{k j}$ for $j \in R_{k}^{U}$. Since $(D U)_{k j} \neq 0$ if and only if $j=k$ or $u_{k j} \neq 0$ (i.e., $j \in R_{k}^{U}$ ), this storage operation stores only nonzeros. Moreover, since all fillin in the $k$ th row occurs during the $k$ th step of the algorithm, this storage operation will implicitly take care of the insertion of fillin entries in the $k$ th row of $U$.

At this point we have an implementation that is quite time-efficient but apparently requires a great deal of storage for auxiliary information about $A$ and $U$. Certainly, the sets $R_{k}^{A}$ and $R_{k}^{U}$ must be stored because they describe the zero structures of $A$ and $U$, respectively. However, the sets $C_{k}$ and $R_{i, k}^{U}$ do not really contain new information about $U$; instead, they simply present the same structure information in a somewhat different way. To save storage, we compute these sets from the sets $R_{k}^{U}$.

Observe that $C_{k}$ and $R_{i, k}^{U}, 1 \leqq i \leqq k$, are required only during the $k$ th step of Algorithm 2.3. We can exploit this by a scheme in which the computation of these sets need not be completed until the end of the $(k-1)$ st step. During previous steps we allow these sets to be only partially computed.

Algorithm 2.3

1. For $k=1$ to $N$ do
2. $\quad\left[D(k)=a_{k k}\right.$;
3. $\quad$ For $j \in R_{k}^{U}$ do
4. $\quad[V(j)=0]$;
5. $\quad$ For $j \in R_{k}^{A}$ do
6. $\quad\left[V(j)=a_{k i}\right]$;
7. For $i \in C_{k}$ do
8. $\quad\left[t=m_{i k}\right.$;
9. $\quad m_{i k}=m_{i k} / D(i)$;
10. $\quad D(k)=D(k)-t \cdot m_{i k}$;
11. $\quad$ For $j \in R_{i, k}^{U}$ do
12. $\left.\left.\quad\left[V(j)=V(j)-m_{i k} \cdot m_{i j}\right]\right]\right]$;

The key to this scheme is to keep the sets $R_{k}^{U}$ ordered by increasing column number. Then for $i<k, R_{i, k}^{U}$ contains simply the segment of $R_{i}^{U}$ beginning with the first entry larger than $k$ and including all succeeding entries. If each set $R_{k}^{U}$ is stored as a sequence of integers in consecutive locations in an array $J U$, then we can use a vector $I L$ of length $N$ to obtain the sets $R_{i, k}^{U}$ as required. We just make certain that, at the beginning of the $k$ th step, $I L(i)$ points to the location of the first entry in $R_{i, k}^{U}$. At the conclusion of the $k$ th step, we must update $I L(i)$ for exactly those $i \in C_{k} \cup\{k\}$, since $R_{i, k}^{U}=R_{i, k+1}^{U}$ for all other $i$. For $i \in C_{k}$ we set $I L(i)=I L(i)+1$, while for $i=k$, we set $I L(k)$ to point to the location of the first entry of $R_{k}^{U}$.

To compute the sets $C_{k}$, we employ sets $P_{k}$ that are constructed in such a way that, during the $k$ th step,
(i) $P_{k}=C_{k}$, and
(ii) for $j>k, P_{j}$ contains those row indices $i<k$ such that $i \in C_{j}$ but $i \notin C_{m}, k \leqq m<j$. During the $k$ th step we use $P_{k}$ in place of $C_{k}$, and, at the conclusion of the $k$ th step, we update the sets $P_{j}, j>k$, so that conditions (i) and (ii) are satisfied during the ( $k+1$ )st step. This update is accomplished by moving the entries of $P_{k}$ into the appropriate sets $P_{i}, j>k$. For each $i \in P_{k}$, if $j>k$ is the smallest entry of $R_{i, k+1}^{U}$, then $i$ is placed into the set $P_{j}$. If $R_{i, k+1}^{U}$ is empty, $i$ is not placed into any set.

To store the sets $P_{k}$ we use a special form of linked list in which the data and pointers coincide. All of the information about these sets is stored in a single array $J L$
of length $N$. At the $k$ th step each entry $J L(j), k \leqq j \leqq N$, continues the row index that is the first entry of $P_{j}$, if any, or zero otherwise. For each nonzero $J L(i), J L(J L(i))$ is either the next row index in the same set as $J L(i)$ or zero if there are no more entries in that set. This scheme works because, at the $k$ th step, the sets $P_{j}, k \leqq j \leqq N$, are disjoint and contain only row indices $i<k$. As an illustration, Figure 2.2a shows a storage configuration that might ensue during the factorization algorithm.

$$
\left.\begin{array}{l}
C_{k}=\{2,4,5\} \quad C_{k+1}=\{2,3\} \quad C_{k+2}=\{1,2,4\} \\
R_{1}^{U}=\{2, \cdots, k-1, k+2, \cdots\} \\
R_{2}^{U}=\{3, \cdots, k, k+1, k+2, \cdots\} \\
R_{3}^{U}=\{4, \cdots, k-1, k+1, \cdots\} \\
R_{4}^{U}=\{5, \cdots, k, k+2, \cdots\} \\
R_{5}^{U}=\{6, \cdots, k\}
\end{array}\right\} \begin{aligned}
& \text { (a) At step } k: \quad\left\{\begin{array}{l}
P_{k}=\{2,4,5\} \\
P_{k+1}=\{3\} \\
P_{k+2}=\{1\}
\end{array}\right. \\
& \text { (b) At step } k+1:\left\{\begin{array}{l}
P_{k}=\emptyset \\
P_{k+1}=\{3,2\} \\
P_{k+2}=\{1,4\}
\end{array}\right.
\end{aligned}
$$

Fig. 2.2
To actually update $J L$ to reflect a move of row index $i$ from $P_{k}$ to $P_{i}$, we save temporarily the value of $J L(i)$ (since it is the next row index in $P_{k}$ ), set $J L(i)=J L(j)$, and set $J L(j)=i$. We then go on to the next entry of $P_{k}$. Figure 2.2 b shows the storage configuration that would result following the update of $J L$ at the $k$ th step, beginning from the configuration shown in Figure 2.2a.

Algorithm 2.4 is a modification of Algorithm 2.3 that incorporates the refinements introduced in this section. In addition, it uses the vector $D$ for both $D$ and $V$, based on the observation that, at the $k$ th step, the algorithm requires only the first $k-1$ entries of $D$ and the last $N-k+1$ entries of $V$. From our previous discussion it is clear that the algorithm is efficient in terms of storage, since only about $2 N$ storage locations are required in addition to the space for the numerical entries of $A, D$, and $U$ and the structure descriptions of $A$ and $U$.

To determine the operational overhead of the algorithm, we examine separately the times required for arithmetic operations and set-updating operations. There are $O(\operatorname{op}(A))$ arithmetic operations (since we avoid operations on zeros), and each one requires constant time, due to the use of row expansion. Thus the NUMFAC algorithm requires a total of $O(\operatorname{op}(A))$ time for arithmetic operations. At the $k$ th step, one set-updating operation is required for each entry of $C_{k} \cup\{k\}$, so that, overall, $O(n z(U)+N)$ updating operations ${ }^{3}$ are performed. Since each set-updating operation costs only constant time, together they require a total of only $O(n z(U)+N)$ time, and the entire algorithm runs in $O(\mathrm{op}(A))$ time since $n z(U)+N \leqq \operatorname{op}(A)$.

We conclude this section by presenting the SOLVE algorithm for the forwardand back-solution of sparse symmetric systems. Algorithm 2.5 successively solves the

[^29]Algorithm 2.4

```
For \(k=1\) to \(N\) do
    [ \(\left.P_{k}=\emptyset\right]\);
    For \(k=1\) to \(N\) do
    \(\left[D(k)=a_{k k}\right.\);
    For \(j \in R_{k}^{U}\) do
        \([D(j)=0] ;\)
    For \(j \in \boldsymbol{R}_{k}^{\mathrm{A}}\) do
        \(\left[D(j)=a_{k i}\right] ;\)
    For \(i \in P_{k}\) do
10. \(\quad\left[t=m_{i k}\right.\);
11. \(\quad m_{i k}=m_{i k} / D(i)\);
12. \(D(k)=D(k)-t \cdot m_{i k}\);
13. For \(j \in R_{i, k}^{U}\) do
14. \(\quad\left[D(j)=D(j)-m_{i k} \cdot m_{i j}\right]\);
15. \(\boldsymbol{R}_{i, k}^{U}=\boldsymbol{R}_{i, k}^{U}-\{k+1\}\);
16. If \(R_{i, k+1}^{U} \neq \emptyset\) then do
17. \(\quad\left[j=\min \left(R_{i, k+1}^{U}\right)\right.\);
18. \(\left.\quad P_{j}=P_{j} \cup\{i\}\right]\);
19. If \(R_{k}^{U} \neq \emptyset\) then do
20. \(\quad\left[j=\min \left(R_{k}^{U}\right)\right.\);
21. \(\left.\left.\quad P_{j}=P_{j} \cup\{k\}\right]\right]\);
```

Algorithm 2.5

```
For \(k=1\) to \(\boldsymbol{N}\) do
    \(\left[y_{k}=b_{k}\right]\);
    For \(k=1\) to \(N-1\) do
    \(\left[\right.\) For \(j \in R_{k}^{U}\) do
        \(\left.\left[y_{j}=y_{j}-u_{k j} \cdot y_{k}\right]\right] ;\)
    For \(k=1\) to \(N\) do
    \(\left[z_{k}=y_{k} / D(k)\right] ;\)
    For \(k=N\) to \(1 \mathbf{b y}-1\) do
        [ \(x_{k}=z_{k}\);
10. \(\quad\) For \(j \in R_{k}^{U}\) do
11. \(\quad\left[x_{k}=x_{k}-u_{k j} \cdot x_{j}\right]\);
```

systems (1.3), and it fits in well with the NUMFAC algorithm because it uses only the nonzero entries of $A, D$, and $U$ and the structure information for $A$ and $U$. It is quite easy to see that the algorithm requires only $O(n z(U)+N)$ time, since it operates exactly once on each nonzero in $U$ in solving each of the two triangular systems. The cost of solving the diagonal system, of course, is only $O(N)$.
3. Storage of sparse matrices. In the last section we developed an efficient algorithm for the numerical $U^{T} D U$ factorization of $A$. That algorithm used as data the nonzeros of $A$ and $U$ and the sets $R_{k}^{A}$ and $R_{k}^{U}, 1 \leqq k \leqq N$, that describe the structures of the rows of $A$ and $U$, respectively. In this section we describe data structures that can be used to efficiently store all of this information.

All of the storage schemes we consider are row-oriented; that is, information about the matrix is organized row-by-row. This makes it easy to access information about the rows but quite difficult to obtain information about the columns. In general, this might
be a serious drawback in a storage scheme; however, as we have seen, information about the columns is not required in this application.

The first storage scheme is the "uncompressed storage scheme" that is employed in various forms by Gustavson [11], Curtis and Reid [3], Munksgaard [12], and others. The nonzero matrix entries are stored by rows in order of increasing column index. To identify the entries of any row, it is necessary to know where the row begins, how many entries it contains, and in what columns the entries lie. This extra information about the structure of the matrix is the storage overhead mentioned in § 1.

The uncompressed storage scheme for the matrix $A$ uses three arrays (IA, JA, and $\boldsymbol{A}$ ) as illustrated in Fig. 3.1. The array $\boldsymbol{A}$ contains the nonzero entries of the upper


Fig. 3.1
triangle stored row-by-row. ${ }^{4}$ The array $J A$ contains the column indices that correspond to the nonzeros in the array $A$ : if $A(k)$ contains $a_{i j}$, then $J A(k)=j$. Finally, the array $I A$ contains $N+1$ pointers that delimit the rows of nonzeros in $A$ and indices in $J A$; i.e., $A(I A(i))$ is the first entry stored for the $i$ th row, and $A(I A(i+1)-1)$ is the last. Thus the length of the $i$ th row is given by $I A(i+1)-I A(i)$. Since $R_{i}^{A}$ includes all but the first of the column indices stored in $J A$ for row $i$, we see that the uncompressed storage scheme can be used quite naturally with Algorithms 2.4 and 2.5.

The storage overhead incurred when using the uncompressed storage scheme for $A$ is the storage for the arrays $I A$ and $J A$. Since $I A$ has $N+1$ entries and $J A$ has one entry per nonzero in the upper triangle of $A$, the storage overhead is approximately equal to $n z(A)$.

It is possible to use the uncompressed storage scheme for $U$ as well as $A$, as illustrated in Fig. 3.2a. However, this ignores certain features of $U$ that allow a potentially significant reduction in the space required for column indices. Since storage is often at a premium when solving sparse linear systems, we have chosen to use a more complex "compressed storage scheme" that usually leads to a substantial reduction in storage overhead at the cost of at most a small increase in operational overhead (see [7]).

Figure 3.2a shows the data structures required to store a particular matrix $U$ in the uncompressed storage scheme. It is immediately evident that the diagonal entries

[^30]\[

U=\left[$$
\begin{array}{llllll}
1 & u_{12} & 0 & 0 & 0 & 0 \\
0 & 1 & u_{23} & u_{24} & u_{25} & 0 \\
0 & 0 & 1 & u_{34} & u_{35} & 0 \\
0 & 0 & 0 & 1 & u_{45} & u_{46} \\
0 & 0 & 0 & 0 & 1 & u_{56} \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}
$$\right]
\]

(a)

(b)

$J U$ :

| 2 | 3 | 4 | 5 | 4 | 5 | 5 | 6 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


$I U:$| 1 | 2 | 5 | 7 | 9 | 10 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

(c)

$J U$ :

| 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- |

$I U$ :

| 1 | 2 | 5 | 7 | 9 | 10 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$J U:$

| 1 | 2 | 3 | 4 | 5 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Fig. 3.2
need not be stored, since they are always equal to one and occur as the first stored entry of each row. Figure 3.2 b shows the data structures required when the diagonal entries are omitted.

We now consider ways to "compress" JU. Assume that we are creating the data structure for $U$ by adding one row at a time, and consider the situation as we add row $k$. Let row $j$ be the highest-numbered row whose indices are stored terminating in the last position in $J U$ used to store column indices for the first $k-1$ rows. There are two main cases in which compression can take place.

First, the indices for row $k$ are the same as the last several indices for some preceding row $i$. In this case we can use the indices stored for row $i$ to avoid storing a separate set of indices for row $k$; all that is needed is a pointer to locate the start of the indices for row $k$ within those for row $i .{ }^{5}$ In Figure 3.2 b the indices for row 3 are 4,5 ; while those for row 2 are $3,4,5$. Instead of storing the indices for row 3 separately, we simply use the last two indices already stored for row 2.

[^31]Second, the first several indices for row $k$ are the same as the last several for row $j$. In this case we can overlap the indices for rows $j$ and $k$. Again all that is needed is a pointer to locate the beginning of the indices for row $k$. In Figure 3.2b the indices for row 4 are 5 , 6 ; while those for row 3 are 4,5 . Overlapping these two sets of indices allows us to avoid duplicating the index 5 in $J U$.

In general, the compressed indices in $J U$ do not correspond directly to the nonzeros stored in the array $U$, so an extra array of pointers (IJU) is required to locate the start of the indices for each row (see Figure 3.2c). Thus the array $U$ contains the nonzero entries of the strict upper triangle of $U$ stored row-by-row; the $N+1$ entries of $I U$ delimit the rows in $U$ as before; $J U$ is the compressed array of column indices; and the $N$ entries of $I J U$ point to the first column index in $J U$ for each row. The nonzeros of the $i$ th row of the strict upper triangle of $U$ are stored in $U(I U(i))$ through $U(I U(i+1)-1)$, and the corresponding column indices are stored in $J U(I J U(i))$ through $J U(I J U(i)+I U(i+1)-I U(i)-1)$. Note that, since the entries of each row are ordered by increasing column number, the column indices stored in $J U$ for row $i$ form precisely the set $R_{i}^{U}$ required by Algorithms 2.4 and 2.5.

The storage overhead for the compressed storage of $U$ is the number of locations required for $I U, J U$, and $I J U$. Although, for small problems, this overhead can be slightly larger than that for the uncompressed scheme, it is usually substantially smaller. For certain systems arising in the solution of elliptic boundary value problems in a square, for instance, the overhead is actually $O(N)$ storage locations as opposed to the $O(N \log N)$ nonzeros in $U($ see [16]).
4. Symbolic factorization. In § 2 we presented NUMFAC and SOLVE algorithms that required as input data the sets $R_{k}^{A}$ and $R_{k}^{U}, 1 \leqq k \leqq N$. As we saw in the last section, the sets $\boldsymbol{R}_{k}^{\mathbf{A}}$ are available directly from the uncompressed storage scheme used to store $A$. In this section we develop a SYMFAC algorithm to efficiently compute the ordered sets $R_{k}^{U}$. To simplify the presentation, we will assume that the $R_{k}^{U}$ are to be computed as unordered sets; at the end of the section, we will discuss how to obtain ordered sets.

At the $k$ th step we will compute $R_{k}^{U}$ from $R_{k}^{A}$ and the sets $R_{i}^{U}, i<k$. An examination of Algorithm 2.3 shows that $u_{k j} \neq 0, j>k$, if and only if either
(i) $a_{k j} \neq 0$, or
(ii) $u_{i j} \neq 0$ for some $i \in C_{k}$.

Thus $j \in R_{k}^{U}$ if and only if either
(i) $j \in R_{k}^{A}$ or
(ii) $j \in R_{i, k}^{U}$ for some $i \in C_{k}$.

This observation leads to Algorithm 4.1, which could be implemented efficiently by replacing references to $R_{i, k}^{U}$ and $C_{k}$ as in Algorithm 2.4.

Algorithm 4.1

1. For $k=1$ to $N$ do
2. $\quad\left[R_{k}^{U}=\emptyset\right]$;
3. For $k=1$ to $N-1$ do
4. $\quad\left[\operatorname{For} j \in \boldsymbol{R}_{k}^{A}\right.$ do
5. $\quad\left[\boldsymbol{R}_{k}^{U}=\boldsymbol{R}_{k}^{U} \cup\{j\}\right]$;
6. For $i \in C_{k}$ do
7. $\left[\right.$ For $j \in R_{i, k}^{U}$ do
8. 

$$
\left.\left.\left[\boldsymbol{R}_{k}^{U}=\boldsymbol{R}_{k}^{U} \cup\{j\}\right]\right]\right] ;
$$

However, we can do better. Consider the example in Figure 4.1 in which fillin occurs in $u_{24}$ and $u_{34}$. In computing $R_{3}^{U}$ we use both $R_{1,3}^{U}$ and $R_{2,3}^{U}$, even though $R_{1,3}^{U}$ is redundant in the sense that $R_{1,3}^{U} \subseteq R_{1,2}^{U} \subseteq R_{2}^{U}$ and hence $R_{1,3}^{U} \subseteq R_{2,3}^{U}$.

$$
\begin{aligned}
& A=\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & 0 \\
a_{31} & a_{32} & a_{33} & 0 \\
a_{41} & 0 & 0 & a_{44}
\end{array}\right] \\
& U=\left[\begin{array}{cccc}
1 & u_{12} & u_{13} & u_{14} \\
0 & 1 & u_{23} & u_{24} \\
0 & 0 & 1 & u_{34} \\
0 & 0 & 0 & 1
\end{array}\right] \\
& R_{1,3}^{U}=\{4\} \\
& R_{1,2}^{U}=\{3,4\} \quad R_{2}^{U}=\{3,4\}
\end{aligned}
$$

Fig. 4.1
In fact, this observation can be generalized. Let $l_{k}$ be the set of rows $i \in C_{k}$ for which $k$ is the minimum column index in $R_{i}^{U}$. The following result expresses a type of "transitivity condition" for the fillin in symmetric Gaussian elimination and implies that, in forming $R_{k}^{U}$, it suffices to examine $R_{i, k}^{U}$ for $i \in l_{k}$. (Similar results have been developed by others, e.g., [15].)

Theorem 4.1 (Sherman [16]). Let $i \in C_{k}$. Then either $i \in l_{k}$ or there is an $m$, $i<m<k$, such that $m \in l_{k}$ and $R_{i, k}^{U} \subseteq R_{m, k}^{U}$.

Using the theorem we see that $j \in R_{k}^{U}$ if and only if either
(i) $j \in R_{k}^{A}$, or
(ii) $j \in R_{i, k}^{U}$ for some $i \in l_{k}$.

Algorithm 4.2 is a symbolic factorization algorithm based on this observation. The sets $l_{k}$ are formed by adding each row $i$ to the proper set $l_{m}$ as soon as $R_{i}^{U}$ is computed. In terms of implementation, the sets $l_{k}$ are similar to the sets $P_{k}$ introduced in § 2. In particular, only $l_{k}$ and the partially computed sets $l_{m}, k<m \leqq N$, are required at the $k$ th step. Since these are disjoint sets containing only row indices less than $k$, we can store them using a single array of length $N$, just as we did for the sets $P_{k}$.

## Algorithm 4.2

1. For $k=1$ to $N$ do
2. $\left[R_{k}^{U}=\emptyset\right.$;
3. $\left.l_{k}=\emptyset\right]$;
4. For $k=1$ to $N-1$ do

$$
\left[\text { For } j \in R_{k}^{A}\right. \text { do }
$$

$\left[\boldsymbol{R}_{k}^{U}=\boldsymbol{R}_{k}^{U} \cup\{j\}\right] ;$
For $i \in l_{k}$ do
$\left[\right.$ For $j \in R_{i, k}^{U}$ do
[If $j \notin R_{k}^{U}$ then do
$\left.\left.\left[\boldsymbol{R}_{k}^{U}=\boldsymbol{R}_{k}^{U} \cup\{j\}\right]\right]\right] ;$
If $\boldsymbol{R}_{k}^{U} \neq \emptyset$ then do
$\left[i=\min \left(R_{k}^{U}\right) ;\right.$
$\left.\left.l_{i}=l_{i} \cup\{k\}\right]\right] ;$

The cost of Algorithm 4.2 is determined by the costs of its innermost loop (lines $7-10$ ) and of lines 5-6 and 11-13, since the remainder of the algorithm requires only $O(N)$ operations. At the $k$ th step, for each $i \in l_{k}$ and $j \in R_{i, k}^{U}$, lines $9-10$ are executed once. Since each row $i$ is a member of exactly one set $l_{k}$, lines $9-10$ are executed at most once for each entry of the combined sets $R_{i}^{U}, l \leqq i \leqq N$ (i.e., once for each nonzero entry of $U$ ). If the characteristic vector of $R_{k}^{U}$ (cf., Aho, Hopcroft, and Ullman [1], p.

49]) is computed along with $R_{k}^{U}$, then the test in line 9 requires constant time, since it can be done by examining one entry of the characteristic vector. Furthermore, the union operation in line 10 also requires only constant time since $j$ is simply appended to the end of $\boldsymbol{R}_{k}^{U}$, and the $j$ th entry of the characteristic vector is set to one. Hence a total of $O(n z(U))$ time is spent in the innermost loop of the algorithm.

At the $k$ th step, line 6 is executed once for each entry in $R_{k}^{A}$. Thus overall, it is executed just once for each entry of the sets $R_{k}^{A}, 1 \leqq k \leqq N$, combined (i.e., at most once for each nonzero entry of $A$ ). Again the union operation requires only constant time, and, since $n z(A) \leqq n z(U)$, the algorithm spends at most $O(n z(U))$ time in lines 5-6.

Finally, note that, for each $k$, lines 11-13 require $O\left(\left|R_{k}^{U}\right|\right)$ time, since the minimum operation of line 11 requires that much time, while the union operation of line 11 requires constant time. Thus overall, lines 11-13 and the entire algorithm both require only $O(n z(U))$ time.

As discussed earlier, we need each set $R_{k}^{U}$ in increasing order. One solution to this difficulty is to modify Algorithm 4.2 to compute ordered sets directly by changing the set union operations to list insertion operations so that each new entry is inserted into its proper place. However, the time required for a list insertion operation depends on the length of the list into which the insertion is made, and, except in special cases, the modified algorithm may require more than $O(n z(U))$ time asymptotically. In practice, the entire loop in lines $8-10$ would be replaced with a list merging operation to merge the ordered list $R_{i}^{U}$ into $R_{k}^{U}$. However, the same conclusion would follow, since the merging operation could require $O\left(\left|R_{k}^{U}\right|+\left|R_{i}^{U}\right|\right)$ time.

An alternative to the use of list operations is to first compute the unordered sets and then sort them. Viewing the set $R=\bigcup_{k=1}^{N} R_{k}^{U}$ as a set of ordered pairs ( $k, j$ ) for $j \in R_{k}^{U}$, we wish to sort $R$ in lexicographic order; that is, so that ( $k, j$ ) precedes ( $k^{\prime}, j^{\prime}$ ) in $R$ if and only if either
(i) $k<k^{\prime}$ or
(ii) $k=k^{\prime}$ and $j<j^{\prime}$.

Since all the entries of the sets are integers between 1 and $N$, this sorting process can be accomplished efficiently by using a bucket sort (cf. Aho, Hopcroft, and Ullman [1, pp. 77-84]). This requires time proportional to the number of entries in the combined sets, that is, $O(n z(U))$ time, and, combining the sort with Algorithm 4.2, we obtain an algorithm for computing the ordered sets in $O(n z(U))$ time (cf., Rose and Whitten [15], Rose, Tarjan, and Lueker [14], George and Liu [9], and Sherman [16]).

From this discussion it seems clear that asymptotically one should use the second method for obtaining ordered sets. Surprisingly, however, experiments indicate that it is usually faster to compute the ordered sets directly with list operations. This is especially true for linear systems arising in the use of finite difference or finite element methods for the solution of partial differential equations, since it can be proved that computing the ordered sets directly requires only $O(n z(U))$ time for such systems. For this reason, the software based on Algorithm 4.2 (see [5]) uses the list merging version described above.
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# ON CERTAIN PARALLEL TOEPLITZ LINEAR SYSTEM SOLVERS* 

J. GRCAR $\dagger$ AND A. SAMEH $\dagger$


#### Abstract

In this paper we describe three algorithms for solving positive-definite banded Toeplitz systems of linear equations on parallel computers. Assuming we have $4 m n$ processors, where $n$ is the order of the system and $m$ is the number of super- or subdiagonals, each system may be solved in $O(m \log n)$ time steps. Numerical experiments that compare the behavior of these algorithms in solving pentadiagonal Toeplitz systems are presented.


Key words. circulant matrix, Hurwitz factorization, parallel computers, Toeplitz matrix

1. Introduction. Many problems in mathematical physics and statistics give rise to Toeplitz or block-Toeplitz (or the related Hankel or block-Hankel) systems of linear equations. Some examples are: problems involving convolutions, integral equations with difference kernels, least squares approximations by polynomials, and stationary time series. Several sequential algorithms have been developed for the inversion of Toeplitz and Hankel matrices of order $n$, all requiring $O\left(n^{2}\right)$ arithmetic operations. See, for example, [Tren64], [Tren65], [Bare69], [Zoha69], [Phil69], [Just74], and [Riss74]. The extension of the above work to block-Toeplitz and block-Hankel matrices of order $n p$ with blocks of order $p$ shows that the inverse can be obtained in $O\left(p^{3} n^{2}\right)$ operations; see [Wats73] and [Riss73]. An excellent survey on inverses of Toeplitz operators is given in [KaVM78]. Recently, some new algorithms have been developed that compute the inverse of a dense Toeplitz matrix even faster, $O\left(n \log ^{2} n\right)$ operations. ${ }^{1}$ See [GuYu79], [BrGY80] and [Morf80]. These algorithms, and one of ours, use a doubling or divide-and-conquer strategy, a strategy that is exploited in many parallel algorithms [Hell78]. Our main interest here, however, is the solution of banded Toeplitz linear systems of equations of bandwidth $(m+1)$, where the order $n$ is much larger than $m$. These systems arise in the numerical solution of certain initial and/or boundary-value problem using finite difference approximation. The fastest sequential algorithm [MoKa77] requires $O(n \log m)$ arithmetic operations for solving one such system of linear equations. For large $n$, this is rather expensive, especially when one has to solve these Toeplitz systems repeatedly as in time-dependent problems. In this paper we present three algorithms for solving banded Toeplitz systems on parallel computers which require far less time than the classical sequential algorithms. Essentially, we show that a positive-definite banded Toeplitz system may be solved in $O(m \log n)$ time steps, provided we have $4 m n$ processors. This time accounts only for the arithmetic operations, where we have assumed that each of the four arithmetic operations consumes one time step. In view of the recent availability of very large-scale integrated circuits, "computer on a chip" microprocessors, and large semiconductor memory chips, parallel computers with a large number of processors may become feasible in the not-too-distant future. The parallel algorithms presented below, however, may be modified for a parallel computer with fewer processors. In our discussion of these algorithms in § 3, we ignore the time consumed in data handling. Assuming, however, that the parallel computer under consideration possesses an alignment network which connects the processors and the memory in such a way as to maximize conflict-free access of data to the various processors, we claim that the time required by the

[^33]arithmetic operation is the dominant portion of the whole time necessary for the completion of each of the three algorithms. Such a claim is not unreasonable in view of the fact that each banded Toeplitz matrix can be described by at most $(2 m+1)$ numbers.

Throughout the paper we adopt the notational conventions of Householder [Hous64]. So, except for dimensions and indices, lowercase Greek letters represent scalars, lowercase Latin letters represent column vectors, and uppercase Greek or Latin letters represent matrices.
2. Preliminaries. The algorithms presented in the following section rely on several facts concerning Toeplitz matrices and the closely related circulant matrices. In this section, we review some of the main results concerning such matrices. We also present some of the basic parallel algorithms that are used in § 3 .

Definition 1. Let $A=\left[\alpha_{i j}\right] \in \mathbb{R}^{n \times n}$. Then $A$ is Toeplitz if $\alpha_{i j}=\alpha_{i-j}, i, j=$ $1,2, \cdots, n$. In other words, the entries of $A$ along each diagonal are the same.

DEFINITION 2 [Zoha69]. Let $A, E_{n} \in \mathbb{R}^{n \times n}$, where $E_{n}=\left[e_{n}, e_{n-1}, \cdots, e_{1}\right]$, in which $e_{i}$ is the $i$ th column of the identity matrix $I_{n}$. $A$ is then said to be persymmetric if $E_{n} A E_{n}=A^{T}$; in other words, if $A$ is symmetric about the cross-diagonal.

Definition 3 [Aitk39]. Let $A \in \mathbb{R}^{2 n \times 2 n}$. Hence, $A$ is called centrosymmetric if it can be written as

$$
A=\left[\begin{array}{cc}
B & C \\
C^{T} & E_{n} B E_{n}
\end{array}\right]
$$

where $B, C \in \mathbb{R}^{n \times n}, B=B^{T}$, and $C^{T}=E_{n} C E_{n}$. Equivalently, $E_{2 n} A E_{2 n}=A$.
Lemma 1 [Zoha69]. Let $A \in \mathbb{R}^{n \times n}$ be a nonsingular Toeplitz matrix. Then, both $A$ and $A^{-1}$ are persymmetric; i.e., $E_{n} A E_{n}=A^{T}$, and $E_{n} A^{-1} E_{n}=A^{-T}$.

Lemma 2 [CaBu76]. Let $A \in \mathbb{R}^{2 n \times 2 n}$ be a symmetric Toeplitz matrix of the form

$$
A=\left[\begin{array}{ll}
B & C \\
C^{T} & B
\end{array}\right]
$$

Thus, $\boldsymbol{A}$ is also centrosymmetric. Furthermore, if

$$
P_{2 n}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
I_{n} & E_{n} \\
I_{n} & -E_{n}
\end{array}\right]
$$

we have

$$
P_{2 n} A P_{2 n}^{T}=\left[\begin{array}{cc}
B+C E_{n} & 0 \\
0 & B-C E_{n}
\end{array}\right] .
$$

The proof is a direct consequence of Definition 3 and Lemma 1.
Theorem 1 [GoFe74], [KaVM78]. Let $A \in \mathbb{R}^{n \times n}$ be a Toeplitz matrix with all its leading principal submatrices being nonsingular. Let also, $A u=\alpha e_{1}$ and $A v=\beta e_{n}$, where

$$
\begin{aligned}
& u=\left(1, \mu_{1}, \mu_{2}, \cdots, \mu_{n-1}\right)^{T}, \\
& v=\left(\nu_{n-1}, \nu_{n-2}, \cdots, \nu_{1}, 1\right)^{T} .
\end{aligned}
$$

Since $A^{-1}$ is persymmetric, then $\alpha=\beta$, and $A^{-1}$ can be written as

$$
\begin{equation*}
\alpha A^{-1}=U V-\tilde{V} \tilde{U} \tag{2.1}
\end{equation*}
$$

in which the right-hand side consists of the triangular Toeplitz matrices

$$
\begin{aligned}
& U=\left[\begin{array}{ccccccc}
1 & & & & & \\
\mu_{1} & 1 & & & & \\
\vdots & \cdot & & & & & \\
\mu_{n-2} & & \cdot & & & & \\
\mu_{n-1} & \mu_{n-2} & \ldots & & \mu_{1} & 1
\end{array}\right], \quad V=\left[\begin{array}{ccccccc}
1 & \nu_{1} & \cdots & & \nu_{n-2} & \nu_{n-1} \\
& & . & & & & \nu_{n-2} \\
& & & & & & \\
& & & & & & \\
& & & & & & \nu_{1} \\
& & & & & & 1
\end{array}\right] \\
& \tilde{V}=\left[\begin{array}{cccccc}
0 & & & & \\
\nu_{n-1} & & & & \\
\vdots & \cdot & & & \\
\nu_{2} & & \cdot & & \\
\nu_{1} & \nu_{2} & \ldots & & \nu_{n-1} & 0
\end{array}\right], \tilde{U}=\left[\begin{array}{ccccc}
0 & \mu_{n-1} & \cdots & \mu_{2} & \mu_{1} \\
& & & & \\
& & & \mu_{2} \\
& & & & \vdots \\
& & & & \mu_{n-1} \\
& & & & 0
\end{array}\right]
\end{aligned}
$$

This interesting formula was first given by Gohberg and Semencul [GoSe72]. It shows that $A^{-1}$ is completely determined by its first and last columns. Using (2.1), one may compute any selected element of $A^{-1}$. Cancellation, however, is assured if one attempts to compute an element of $A^{-1}$ below the cross-diagonal. Since $A^{-1}$ is persymmetric, this situation is remedied by computing the corresponding element about the cross-diagonal. Moreover, if $\boldsymbol{A}$ is symmetric, its inverse is both symmetric and persymmetric, and $u=E_{n} v$ completely determines $A^{-1}$ via

$$
\begin{equation*}
\alpha A^{-1}=U U^{T}-\tilde{U}^{T} \tilde{U} \tag{2.2}
\end{equation*}
$$

Finally, if $A$ is a lower triangular Toeplitz matrix, then $A^{-1}=\alpha^{-1} U$.
Definition 4. Let $A \in \mathbb{R}^{n \times n}$ be a banded symmetric Toeplitz matrix with elements $\alpha_{i j}=\alpha_{|i-j|}=\alpha_{k}, k=0,1, \cdots, m$, where $m<n, \alpha_{m} \neq 0$ and $\alpha_{k}=0$ for $k>m$. Then the complex rational polynomial

$$
\begin{equation*}
\phi(\xi)=\alpha_{m} \xi^{-m}+\cdots+\alpha_{1} \xi^{-1}+\alpha_{0}+\alpha_{1} \xi+\cdots+\alpha_{m} \xi^{m} \tag{2.3}
\end{equation*}
$$

is called the symbol of $A$ [GoLe78].
Lemma 3 [Part 62]. Let A be as in Definition 4. Then $A$ is positive definite for all $n>m$ if and only if:
(i) $\phi\left(e^{i \theta}\right)=\alpha_{0}+2 \sum_{k=1}^{m} \alpha_{k} \cos k \theta \geqq 0$ for all $\theta$, and
(ii) $\phi\left(e^{i \theta}\right)$ is not identically zero.

Note that condition (ii) is readily satisfied since $\alpha_{m} \neq 0$.
Theorem 2 [FGHL74]. Let $A$ in Definition 4 be positive semi-definite for all $n>m$. Then the symbol $\phi(\xi)$ can be factored as

$$
\begin{equation*}
\phi(\xi)=\psi(\xi) \psi(1 / \xi) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(\xi)=\beta_{0}+\beta_{1} \xi+\cdots+\beta_{m} \xi^{m} \tag{2.5}
\end{equation*}
$$

is a real polynomial with $\beta_{m} \neq 0, \beta_{0}>0$, and with no roots strictly inside the unit circle.
This is a theorem due to Fejer and Riesz [RiNa55], see also [Szeg59] and [GrSz58]. The factor $\psi(\xi)$ is called the Hurwitz factor. Such a factorization arises mainly in the time series analysis and the realization of dynamic systems, see [Robi67], [Wils69],
[RiKa72], and [Loew77]. The relevance of the Hurwitz factor to the problem at hand will be apparent from the following theorem.

Theorem 3 [GoLe78], [Baue55], and [Baue56]. Let $\phi\left(e^{i \theta}\right)>0$, that is, A is positive definite and the symbol (2.3) has no roots on the unit circle. Consider the Cholesky factorization

$$
\begin{equation*}
A=L L^{T} \tag{2.6}
\end{equation*}
$$

where,

$$
L=\left[\begin{array}{ccccccc}
\lambda_{0}^{(1)} & & & & & &  \tag{2.7}\\
\lambda_{1}^{(2)} & \lambda_{0}^{(2)} & & & & & \\
\lambda_{2}^{(3)} & \lambda_{1}^{(3)} & \lambda_{0}^{(3)} & & & & \\
\vdots & \vdots & \vdots & & & & \\
\lambda_{m}^{(m+1)} & \lambda_{m-1}^{(m+1)} & \lambda_{m-2}^{(m+1)} & \cdots & \lambda_{0}^{(m+1)} & & \\
& \lambda_{m}^{(m+2)} & \lambda_{m-1}^{(m+2)} & \cdots & \lambda_{1}^{(m+2)} & \lambda_{0}^{(m+2)} \cdot & \\
0 & & \cdot \lambda_{m}^{(k)} \cdot & \lambda_{m-1}^{(k)} \cdot & & \lambda_{1}^{(k)} \cdot & \lambda_{0}^{(k)} \\
0 & & & & & &
\end{array}\right]
$$

Then,

$$
\lim _{k \rightarrow \infty} \lambda_{j}^{(k)}=\beta_{j}, \quad 0 \leqq j \leqq m
$$

where $\beta_{j}$ is given by (2.5). In fact, if $\tau$ is that root of $\psi(\xi)$ closest to the unit circle (note that $|\tau|>1)$ with multiplicity $p$, we have

$$
\begin{equation*}
\lambda_{j}^{(k)}=\beta_{j}+O\left[(k-j)^{2(p-1)} /|\tau|^{2(k-j)}\right] . \tag{2.8}
\end{equation*}
$$

This theorem shows that convergence of the rows of the Cholesky factor $L$ is linear with the asymptotic convergence factor depending on the magnitude of that root of $\psi(\xi)$ closest to the unit circle. The larger this magnitude, the faster is the convergence.

We turn now to circulant matrices that play an important role in one of the algorithms in §3. In particular, we consider these circulants associated with banded symmetric or nonsymmetric Toeplitz matrices.

Let $A=\left[\alpha_{-m}, \cdots, \alpha_{-1}, \alpha_{0}, \alpha_{1}, \cdots, \alpha_{m}\right] \in \mathbb{R}^{n \times n}$ be a banded Toeplitz matrix of bandwidth $(m+1)$ where $2 m+1 \leqq n$, and $\alpha_{m}, \alpha_{-m} \neq 0$. We write this matrix as

$$
A=\left[\begin{array}{lllllll}
B & C & & & & &  \tag{2.9}\\
D & B & C & & & & \\
& D & B & C & & & \\
& & \cdot & \cdot & \cdot & & \\
& & & \cdot & \cdot & \cdot & \\
& & & & D & B & C \\
& & & & & D & B
\end{array}\right]
$$

where $B, C$ and $D \in \mathbb{R}^{m \times m}$ are the Toeplitz matrices

$$
\begin{gathered}
B=\left[\begin{array}{cccc}
\alpha_{0} & \alpha_{1} & \cdots & \alpha_{m-1} \\
\alpha_{-1} & \alpha_{0} & & \vdots \\
\vdots & & \cdot & \alpha_{1} \\
\alpha_{-m+1} & & \alpha_{-1} & \alpha_{0}
\end{array}\right], \quad C=\left[\begin{array}{cccc}
\alpha_{m} & & & \\
\alpha_{m-1} & & 0 & \\
\vdots & \cdot & \cdot & \\
\alpha_{1} & \cdots & \alpha_{m-1} & \alpha_{m}
\end{array}\right], \\
\\
\text { and } \\
\\
\\
\end{gathered}
$$

The circulant matrix $\tilde{A}$ corresponding to $A$ is therefore given by

$$
\tilde{A}=\left[\begin{array}{ccccccc}
B & C & & & & D  \tag{2.10}\\
D & B & C & & & 0 & \\
& & \cdot & . & & \\
& 0 & & \dot{D} & B & C \\
C & & & & D & B
\end{array}\right]
$$

which may also be written as the matrix polynomial

$$
\tilde{A}=\sum_{j=0}^{m} \alpha_{j} K^{j}+\sum_{j=1}^{m} \alpha_{-j} K^{n-j}
$$

where

$$
K=\left[\begin{array}{lllll}
0 & 1 & & &  \tag{2.11}\\
& 0 & 1 & & \\
& & \cdot & \cdot & \\
& & & \cdot & 1 \\
1 & & & & 0
\end{array}\right]
$$

It is of interest to note that $K^{T}=K^{-1}=K^{n-1}$, and $K^{n}=I_{n}$.
Lemma 4 [Davi79]. Let $W$ be the unitary Fourier matrix of order $n$,

$$
W=\frac{1}{\sqrt{n}}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{2.12}\\
1 & \omega & \omega^{2} & \cdots & \omega^{(n-1)} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2(n-1)} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{(n-1)} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)^{2}}
\end{array}\right]
$$

in which $\omega=e^{i(2 \pi / n)}$ is an $n$th root of unity. Then,

$$
\begin{align*}
W^{*} K W & =\Omega \\
& =\operatorname{diag}\left(1, \omega, \omega^{2}, \cdots, \omega^{n-1}\right), \tag{2.13}
\end{align*}
$$

and

$$
\begin{align*}
W^{*} \tilde{A} W & =\Gamma  \tag{2.14}\\
& =\sum_{j=0}^{m} \alpha_{j} \Omega^{j}+\sum_{j=1}^{m} \alpha_{-j} \Omega^{-j}
\end{align*}
$$

where $\Gamma=\operatorname{diag}\left(\gamma_{0}, \gamma_{1}, \cdots, \gamma_{n-1}\right)$.
In other words, the $k$ th eigenvalue of $\tilde{A}, k=0,1, \cdots, n-1$, is given by

$$
\begin{equation*}
\gamma_{k}=\tilde{\phi}\left(\omega^{k}\right) \tag{2.15}
\end{equation*}
$$

where

$$
\tilde{\phi}(\xi)=\sum_{j=-m}^{m} \alpha_{i} \xi^{j}
$$

is the symbol of the nonsymmetric Toeplitz matrix (2.9), or

$$
\begin{equation*}
\gamma_{k}=\sqrt{n} e_{k+1}^{T} W a, \tag{2.16}
\end{equation*}
$$

in which $a^{T}=e_{1}^{T} \tilde{A}$.
Most of the fundamental parallel algorithms needed in § 3 may be found in the survey by Heller [Hell78], or in [Same77]. For the sake of self-containment, we present a brief summary of such results.

Lemma 5. Let $x, y \in \mathbb{R}^{n}$, then the inner product $x^{T} y$ can be evaluated in $1+\log n$ time steps using $n$ processors.

Lemma 6. Let $L \in \mathbb{R}^{n \times n}$ be lower triangular. The linear system $L x=f$ can therefore be solved in time $3(n-1)$ using only $(n-1)$ processors, or in $3+\frac{1}{2}(\log n)(3+\log n)$ time steps provided that $O\left(n^{3}\right)$ processors are available.

Lemma 7. If $L$ is Toeplitz lower triangular, then $L x=f$ can be solved in $\log ^{2} n+$ $O(\log n)$ using only $n^{2} / 4$ processors.

Lemma 8. Let $L \in \mathbb{R}^{n \times n}$ be lower triangular, Toeplitz, and banded with bandwidth $m+1$, i.e., $\lambda_{k}=0$ for $k=|i-j|>m$. Then $L x=f$ and $L y=e_{1}$ may be solved in time less than $(3+2 \log m) \log n$ using $\lceil 3 / 4 m n\rceil$ processors.

Theorem 4. Let $A \in \mathbb{R}^{n \times n}$ be nonsingular. Using Gaussian elimination without pivoting, the triangular factorization $A=L U$ may be obtained in time $3(n-1)$ using no more than $n^{2}$ processors. If partial pivoting is used, however, the factorization requires time $O(n \log n)$ using the same number of processors.

Theorem 5 [Peas68]. Let $W \in \mathbb{C}^{n \times n}$ be as in Lemma $4, y \in \mathbb{C}^{n}$, and $n$ is a power of 2. Then the product $W y$ may be obtained in $3 \log n$ time steps using only $2 n$ processors.
3. Computational Schemes. In this section we present three algorithms for solving the Toeplitz linear system

$$
\begin{equation*}
A x=f \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{A}$ is given by (2.9) and $n \gg m$. All three algorithms are suitable for parallel computation. We state clearly the conditions under which each algorithm is applicable, and give upper bounds on the time and number of processors required by each algorithm.

The first algorithm requires the least time of all three, $6 \log n+O(1)$. It is applicable only when the corresponding circulant matrix is nonsingular. The second algorithm may be used if $A$, in (3.1), is positive definite or if all its principal minors are nonzero. It solves (3.1) in $O(m \log n)$ time steps. The third algorithm uses a modification of the second algorithm to compute the Hurwitz factorization of the
symbol $\phi(\xi)$ of a positive definite Toeplitz matrix. The Hurwitz factor, in turn, is then used by an algorithm proposed by Fischer, et al. [FGHL74] to solve (3.1). This last algorithm is applicable only if none of the roots of $\phi(\xi)$ lie on the unit circle. In fact, the root of the factor $\psi(\xi)$ nearest to the unit circle should be far enough away to assure early convergence of the modified Algorithm 2. The third algorithm requires time $O(\log m \log n)$ provided that the Hurwitz factor has already been computed. It also requires the least storage of all three algorithms.

A fourth algorithm that could be included here is the specialization of the block cyclic reduction methods developed by Swarztrauber [Swar74] and Heller [Hell76]. Swarztrauber stabilizes the reduction by the Buneman method [Bune69], while Heller identifies classes of matrices for which the reduction is naturally stable; among these are diagonally dominant matrices. The numerical experiments of $\S 4$ include comparisons with Heller's algorithm.

Algorithm 1. Let $\boldsymbol{A}$ be that banded nonsymmetric Toeplitz matrix given by (2.9). We can write the linear system (3.1) as

$$
\begin{equation*}
(\tilde{A}-S) x=f \tag{3.2}
\end{equation*}
$$

where $\tilde{A}$ is the circulant matrix (2.10) associated with $A$, and

$$
S=U\left[\begin{array}{ll}
0 & D \\
C & 0
\end{array}\right] U^{T},
$$

in which

$$
U^{T}=\left[\begin{array}{ccccc}
I_{m} & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & I_{m}
\end{array}\right]
$$

If $\tilde{A}$ is nonsingular, the Woodbury formula [Hous64] yields the solution

$$
\begin{equation*}
x=\tilde{A}^{-1} f-\tilde{A}^{-1} U G^{-1} U^{T} \tilde{A}^{-1} f \tag{3.3}
\end{equation*}
$$

where

$$
G=U^{T} \tilde{A}^{-1} U-\left[\begin{array}{ll}
0 & D \\
C & 0
\end{array}\right]^{-1}
$$

Now, the computation of $x$ can be performed in four stages.
Stage 1. In this stage we determine whether $\tilde{A}$ is nonsingular and, if so, we determine $\tilde{A}^{-1}$ and $y=\tilde{A}^{-1} f$. Since the inverse of a circulant matrix is also a circulant, $\tilde{A}^{-1}$ is completely determined by solving $\tilde{A} v_{1}=e_{1}$. This will be done via (2.14), i.e., $y=W \Gamma^{-1} W^{*} f$ and $v_{1}=W \Gamma^{-1} W^{*} e_{1}$. Such a computation is organized as follows:
(i) Simultaneously form $\sqrt{n} W a$ (see (2.16)), and $W^{*} f$ in $3 \log n$ time steps using $4 n$ processors, see Theorem 5 (FFT). This is an inexpensive test for the nonsingularity of $\tilde{A}$. If none of the elements of $\sqrt{n} W a$ (eigenvalues of $\tilde{A}$ ) vanish, we proceed to step (ii).
(ii) Using $2 n$ processors, obtain $\Gamma^{-1}\left(W^{*} e_{1}\right)$ and $\Gamma^{-1}\left(W^{*} f\right)$ in one time step. Note that $\sqrt{n} W^{*} e_{1}=(1,1, \cdots, 1)^{T}$.
(iii) $v_{1}=W\left(\Gamma^{-1} W^{*} e_{1}\right)$ and $y=W\left(\Gamma^{-1} W^{*} f\right)$ are then computed via the FFT (Theorem 5) in $3 \log n$ time steps using $4 n$ processors.

Therefore, this stage requires time $(1+6 \log n)$ employing no more than $4 n$ processors.

Stage 2. Here we wish to solve the linear system

$$
G z=U^{T} y=\left[\begin{array}{l}
y_{1}  \tag{3.4}\\
y_{\nu}
\end{array}\right]
$$

where $y_{1}, y_{\nu} \in \mathbb{R}^{m}$ contain the first and last $m$ elements of $y$, respectively. First, we have to form the matrix $G \in \mathbb{R}^{2 m \times 2 m}$. From Stage 1 , $v_{1}$ completely determines $\tilde{A}^{-1}$, in particular we have

$$
U^{T} \tilde{A}^{-1} U=\left[\begin{array}{cc}
F & M \\
N & F
\end{array}\right]
$$

where $F, M$, and $N$ are Toeplitz matrices each of order $m$. Now, $G$ is given by

$$
G=\left[\begin{array}{cc}
F & M-C^{-1} \\
N-D^{-1} & F
\end{array}\right]
$$

Recalling that $C^{-1}$ and $D^{-1}$ are completely determined by their first columns $C^{-1} e_{1}$ and $D^{-1} e_{1}$, the two inverses are simultaneously determined in time $O\left(\log ^{2} m\right)$ with $m^{2} / 2$ processors, see Lemma 7. After one subtraction, (3.4) is solved in $O(m \log m)$ time steps employing $4 \mathrm{~m}^{2}$ processors, see Theorem 4 and Lemma 6.

Stage 3. The $n$-vector $u=\tilde{A}^{-1} U z$ is trivially obtained in $O(m)$ time steps using $2 n$ processors.

Stage 4. Finally, using $n$ processors, the solution of (3.1) may be obtained in one time step, $x=y-u$.

The time required by this algorithm, which is clearly dominated by the first stage, is $6 \log n+O(m \log m)$ employing no more than $4 n$ processors. The corresponding sequential algorithm consumes $O(n \log n)$ time steps, hence we obtain $O(n)$ speedup, indicating very effective usage of our $4 n$ processors. It may also be of interest to point out that at no time do we need more than $2 n+O\left(m^{2}\right)$ storage locations.

The notion of inverting a Toeplitz matrix via the correction of the corresponding circulant-inverse is certainly not new. It has been used, for example, in some of the sequential algorithms in [FGHL74] and [MoKa77].

Such an algorithm, when applicable, is very attractive on a parallel computer with the appropriate switching network needed for the fast Fourier transforms. Given $4 n$ processors, the time required for solving (3.1) is so inexpensive that one is tempted to improve the solution via one step of iterative refinement. Since $v_{1}$ is already available, each step of iterative refinement requires only $2 n$ processors. The desirability of iterative refinement for this algorithm is discussed in more detail in § 4.

Algorithm 2. Here, we assume that the banded Toeplitz matrix $A$ in (2.9) is positive definite. This implies that $D=C^{T}$, and $B$ is positive definite. For the sake of ease of illustration, we assume that $n=2^{q} p$, where $p$ and $q$ are integers with $p=$ $O(\log n) \geqq m$. On a sequential machine, the Cholesky factorization is the preferred algorithm for solving the linear system (3.1). Unless the corresponding circulant matrix is also positive definite, however, the rows of $L$ (the Cholesky factor of $A$ ) will not converge, see Theorem 3. This means that one would have to store $O(m n)$ elements, which may not be acceptable for relatively large $m$. Even if the corresponding circulant matrix is positive definite, Theorem 3 indicates that convergence can indeed be slow if the magnitude of that root of the Hurwitz factor $\psi(\xi)$ (see Theorem 2) nearest to the unit circle is only slightly greater than 1 . Implementing the Cholesky factorization on a parallel computer requires $O(s)$ time steps using $O\left(m^{2}\right)$ processors, where $s$ is that row of $L$ at which convergence takes place. If $s \simeq n$, Cholesky factorization is definitely not suitable for a parallel computer, with ample number of processors, with regard to time or storage. In the following, we present an alternative parallel algorithm that solves the same positive definite system in time $O(m \log n)$ with $O(n)$ processors, which requires no more than $2 n+O\left(m^{2}\right)$ temporary storage locations. This algorithm is also an
alternative to Algorithm 1 if the circulant matrix associated with $A$ is only positive semidefinite, in which case Algorithm 1 fails.

Recalling our assumption that $n=2^{a} p$, the algorithm consists of $(q+1)$ stages which we outline as follows.

Stage 0 . Let the $p$ th leading principal submatrix of $A$ be denoted by $A_{0}$, and the right-hand side of (3.1) be partitioned as

$$
f^{T}=\left(f_{1}^{(0)^{T}}, f_{2}^{(0)^{T}}, \cdots, f_{\eta}^{(0)^{T}}\right)
$$

where $f_{i}^{(0)} \in \mathbb{R}^{p}$ and $\eta=n / p=2^{q}$. In this initial stage we simultaneously solve the $(\eta+1)$ linear systems

$$
\begin{align*}
& A_{0} z_{0}=e_{1}^{(p)}  \tag{3.5a}\\
& A_{0} y_{i}^{(0)}=f_{i}^{(0)}, \quad i=1,2, \cdots, \eta \tag{3.5b}
\end{align*}
$$

where $e_{1}^{(p)} \in \mathbb{R}^{p}$ is the first column of the identity $I_{p}$. From Theorem 4 and Lemma 6 we see that the above systems can be solved in $9(p-1)$ time steps using $m \eta$ processors.

Stage $j$. $(j=1,2, \cdots, q)$. Let

$$
A_{j}=\left[\begin{array}{ll:c}
A_{j-1} & & 0  \tag{3.6}\\
\hdashline & C^{\bar{T}} & \underline{C} \\
0 & & A_{j-1}
\end{array}\right]
$$

be the leading $2 r \times 2 r$ principal submatrix of $A$, where $r=2^{j-1} p$. Also, let $f$ be partitioned as

$$
f^{T}=\left(f_{1}^{(i)^{T}}, f_{2}^{(j)^{T}}, \cdots, f_{\nu}^{(j)^{T}}\right)
$$

where $f_{i}^{(j)} \in \mathbb{R}^{2 r}$, and $\nu=n / 2 r$. Here, we simultaneously solve the $(\nu+1)$ linear systems

$$
\begin{align*}
& A_{i} z_{j}=e_{1}^{(2 r)}  \tag{3.7a}\\
& A_{i} y_{i}^{(i)}=f_{i}^{(i)}, \quad i=1,2, \cdots, \nu \tag{3.7b}
\end{align*}
$$

where stage $(j-1)$ has already provided us with $z_{j-1}=A_{j-1}^{-1} e_{1}^{(r)}$ and $y_{i}^{(i-1)}=A_{j-1}^{-1} f_{i}^{(j-1)}$, $i=1,2, \cdots, 2 \nu$. Let us consider the time and number of processors required for solving the $i$ th linear system in (3.7b). Observing that

$$
f_{i}^{(i)}=\left[\begin{array}{c}
f_{2 i-1}^{(i-1)} \\
f_{2 i}^{(i-1)}
\end{array}\right]
$$

and premultiplying both sides of (3.7b) by the positive definite matrix

$$
D_{j}=\operatorname{diag}\left(A_{j-1}^{-1}, A_{j-1}^{-1}\right)
$$

we obtain the linear system

$$
\left[\begin{array}{c:c}
I_{r} & G_{j}-0  \tag{3.8}\\
\hdashline H_{j} & I_{r}
\end{array}\right]\left[y_{i}^{(j)}\right]=\left[\begin{array}{l}
y_{2 i-1}^{(i-1)} \\
y_{2 i}^{(i-1)}
\end{array}\right]
$$

where

$$
G_{j}=A_{i-1}^{-1}\left[\begin{array}{l}
0 \\
C
\end{array}\right] \text { and } H_{j}=A_{i-1}^{-1}\left[\begin{array}{c}
C^{T} \\
0
\end{array}\right]
$$

From Lemma 1 we see that both $A_{j-1}^{-1}$ and $C$ are persymmetric, i.e., $E_{r} A_{j-1}^{-1} E_{r}=A_{j-1}^{-1}$ and $E_{m} C E_{m}=C^{T}$, thus $H_{j}=E_{r} G_{j} E_{m}$. Using the Gohberg-Semencul formula (2.2), see

Theorem 1, $H_{j}$ may be expressed as follows. Let

$$
\begin{aligned}
u & =\alpha z_{j-1} \\
& =\left(1, \mu_{1}, \mu_{2}, \cdots, \mu_{r-1}\right)^{T},
\end{aligned}
$$

and

$$
\tilde{u}=J_{r} E_{r} u,
$$

where $J_{r}=\left[e_{2}^{(r)}, \cdots, e_{r}^{(r)}, 0\right]$. Hence, $H_{j}$ is given by

$$
\begin{equation*}
\alpha H_{j}=\left(Y Y_{1}^{T}-\tilde{Y} \tilde{Y}_{1}^{T}\right) C^{T} \tag{3.9}
\end{equation*}
$$

in which,

$$
\begin{gathered}
Y=\left[u, J_{r} u, \cdots, J_{r}^{m-1} u\right]_{(r \times m)}, \\
\tilde{Y}=\left[\tilde{u}, J_{r} \tilde{u}, \cdots, \tilde{J}_{r}^{m-1} \tilde{u}\right]_{(r \times m)}, \\
Y_{1}=\left(I_{m}, 0\right) Y=\left[\begin{array}{ccccc}
1 & & & & \\
\mu_{1} & 1 & & 0 & \\
\mu_{2} & \mu_{1} & 1 & & \\
\vdots & \cdot & \cdot & \cdot & \\
\mu_{m-1} & \cdots & \mu_{2} & \mu_{1} & 1
\end{array}\right],
\end{gathered}
$$

and

$$
\tilde{Y}_{1}=\left(I_{m}, 0\right) \tilde{Y}=\left[\begin{array}{ccccc}
0 & & & & 0 \\
\mu_{r-1} & 0 & & 0 & \\
\mu_{r-2} & \mu_{r-1} & 0 & & \\
\vdots & \cdot & \cdot & \cdot & \\
\mu_{r-m+1} & \cdots & \mu_{r-2} & \mu_{r-1} & 0
\end{array}\right]
$$

The matrix of coefficients in (3.8), $D_{j}^{-1} A_{j}$, may be written as

$$
\left[\begin{array}{clc}
I_{r-m} & \boldsymbol{N}_{1}^{(i)} & 0 \\
0 & \boldsymbol{N}_{2}^{(j)} & 0 \\
0 & \boldsymbol{N}_{3}^{(i)} & I_{r-m}
\end{array}\right]
$$

$N_{2}^{(i)}$ is clearly nonsingular since $A_{j}$ is invertible. Note also that the eigenvalues of the center block $N_{2}^{(i)} \in \mathbb{R}^{2 m \times 2 m}$ are those eigenvalues of $\left(D_{j}^{-1} A_{j}\right)$ that are different from 1 . Since $D_{j}^{-1} A_{j}$ is similar to the psoitive definite matrix $D_{j}^{-1 / 2} A_{j} D_{j}^{-1 / 2}, N_{2}^{(i)}$ is not only nonsingular but also has all its eigenvalues positive. Hence, the solution of (3.8) is trivially obtained if we first solve the middle $2 m$ equations,

$$
\begin{equation*}
N_{2}^{(j)} h=g \tag{3.10a}
\end{equation*}
$$

or

$$
\left[\begin{array}{cc}
I_{m} & E_{m} M_{i} E_{m}  \tag{3.10b}\\
M_{j} & I_{m}
\end{array}\right]\left[\begin{array}{l}
h_{1, i} \\
h_{2, i}
\end{array}\right]=\left[\begin{array}{l}
g_{1, i} \\
g_{2, i}
\end{array}\right],
$$

where

$$
M_{j}=\left(I_{m}, 0\right) H_{j}=\alpha^{-1}\left(Y_{1} Y_{1}^{T}-\tilde{Y}_{1} \tilde{Y}_{1}^{T}\right) C^{T}
$$

and $g_{k, i}, h_{k, i}, k=1,2$, are the corresponding partitions of $f_{i}^{(j)}$ and $y_{i}^{(j)}$, respectively.

Observing that $N_{2}^{(j)}$ is centrosymmetric (see Definition 3), then from Lemma 2 we reduce (3.10b) to the two independent linear systems

$$
\begin{align*}
\left(I_{m}+E_{m} M_{i}\right)\left(h_{1, i}+E_{m} h_{2, i}\right) & =\left(g_{1, i}+E_{m} g_{2, i}\right), \\
\left(I_{m}-E_{m} M_{i}\right)\left(h_{1, i}-E_{m} h_{2, i}\right) & =\left(g_{1, i}-E_{m} g_{2, i}\right) . \tag{3.10c}
\end{align*}
$$

Since $P_{2 m} N_{2}^{(i)} P_{2 m}^{T}$ has all its leading principal minors positive, these two systems may be simultaneously solved using Gaussian elimination without partial pivoting. Once $h_{1}$ and $E_{m} h_{2}$ are obtained, $y_{i}^{(i)}$ is readily available.

$$
y_{i}^{(j)}=\left[\begin{array}{c}
y_{2 i-1}^{(j)}-E_{r} H_{j} E_{m} h_{2, i}  \tag{3.11}\\
y_{2 i}^{(i-1)}-H_{j} h_{1, i}
\end{array}\right] .
$$

The computations to be performed in this stage may be organized as follows:
(a) Since $u$ and $\tilde{u}$ are readily available from stage $j-1, M_{j}$ may be computed in time $4+2 \log m$ (see Lemma 5), using no more than $m^{3}$ processors (see Fig. 1(a)).



FIG. 1(a)

$\begin{array}{ll}\text { Level } & 1 \\ \text { Time } & 1+\log m \\ \text { Processors } & m(m+1)\end{array}$

| 2 | 3 |
| :--- | :--- |
| $1+\log m$ | 1 |
| $2 m(r-m)$ | $r-m$ |

Fig. 1(b)
(b) The two linear systems (3.10c) may be solved for $h_{1, i}$ and $\tilde{h}_{2, i}=E_{m} h_{2, i}$ in time $3 m+\frac{1}{2} \log ^{2} m+O(\log m)$ using less than $m^{3}$ processors (see Theorem 4 and Lemma 6).
(c) From (3.9), one can simultaneously obtain the top $(r-m)$ elements of the two $r$-vectors $H_{j} h_{1, i}$ and $H_{j} \tilde{h}_{2, i}$ in time $3+2 \log m$ using $4 m(r-m)$ processors (see Fig. 1(b)).
(d) Finally, the rest of the elements of $y_{i}^{(j)}$ are obtained via (3.11) in one time step using $2(r-m)$ processors.
Thus, using no more than $4 m r$ processors, one system in (3.7b) may be solved in $3 m+\frac{1}{2} \log ^{2} m+O(\log m)$ time steps. Since we have $(\nu+1)$ such systems in (3.7a) and (3.7b), the $j$ th stage requires the same time above, provided we have $4 m(r-m) \times$ $(\nu+1)<2 m n+4 m r$ processors. Consequently, the whole algorithm consumes time $3 m \log n+O\left(\log ^{2} m \log n\right)$ employing no more than $4 m n$ processors. In fact, the number of processors may be reduced to $O(n)$ with the time remaining $O(m \log n)$. This can be attained if we assign only one processor to each inner product at level 2 of Figure 1(b) rather than $m$ processors. In this case $d_{i}$ and $\tilde{d}_{i}, i=1,2$, are computed in $(2 m-1)$ time steps employing $4(r-m)$ processors. Hence, using only $4 n$ processors, the above algorithm requires time $5 m \log n+O\left(\log ^{2} m \log n\right)$. The storage required in both versions of Algorithm 2 is only $2 n+O\left(m^{2}\right)$. Faced with another right-hand side in (3.1), we can reduce the number of processors required by Algorithm 2 by one-half, provided that we store the vectors $z_{j}, j=1,2, \cdots, q-1$ (see (3.5a) and (3.7a)). This, however, will increase the required storage to $3 n+O\left(m^{2}\right)$.

We would like to point out that Algorithm 2 is not restricted to positive definite systems. It may be used to solve any nonsymmetric matrix whose leading principal submatrices of order $2^{k} p, k=0,1, \cdots, q$, are nonsingular. In such a case, however, we need not only compute the first column of the inverse of each $\boldsymbol{A}_{j}$, but also the last column of the inverse. This will allow us to make use of the Gohberg-Semencul formula to conveniently express the matrices $G_{j}$ and $H_{j}$. The time and the number of processors required by the algorithm will remain $O(m \log n)$ and $O(n)$, respectively.

Such nonsymmetric Toeplitz systems arise, for example, from the finite difference approximation of the Korteweg-de Vries equation

$$
u_{t}+u u_{x}+\delta^{2} u_{x x x}=0
$$

using the scheme proposed by Kreiss and Widlund [KrWi67], see also [Buck74] and [Buck77]. In this case, one has to solve nonsymmetric Toeplitz systems at each time step, $\Delta t$, where the banded matrix of coefficients is given by

$$
A=I+S
$$

in which $m=2$ and $S$ is skew symmetric. Since all the eigenvalues of $S$ are pure imaginary, all the leading principal submatrices of $A$ are nonsingular and we can use Algorithm 2. Since $m$ is small, we can further reduce the time required for the repeated solution of such systems by forming and storing the matrices $H_{j}, j=1,2, \cdots, q-1$. Note that $G_{j}=-E_{r} H_{i} E_{m}$. It is not difficult to show that, by computing the matrices $H_{j}$ explicitly, the time required to solve the linear system for the first time is $14 \log n$ provided we use $6 n$ processors. Now, allocating $4 n+O(\log n)$ storage locations for the matrices $H_{j}$, the first and last columns of $A_{j}^{-1}$, and the $L U$-factorization of $M_{i}$, $j=1,2, \cdots, q-1$, each subsequent linear system is solved in time $6 \log n$ using only $2 n$ processors. Algorithm 1, which may also be used in solving these systems, requires essentially the same time, but double the number of processors.

Algorithm 3. Here, we present an algorithm that is applicable only to those banded Toeplitz positive definite matrices that have positive definite associated circulant matrices. In other words, we assume that both $A$ in (2.9) and $A$ in (2.10) are positive definite. Hence, from Lemma 4 and Theorem 3, row $\hat{\imath}$ of the Cholesky factor of A will converge to the coefficients of $\psi(\xi)$, where $\hat{\imath}<n$. Consider the Cholesky factorization (2.6), $A=L L^{T}$, where

$$
L=\left[\begin{array}{ccccccccc}
S_{1} & & & & & & & &  \tag{3.12}\\
V_{1} & S_{2} & & & & & & & \\
& V_{2} & S_{3} & & & & & & \\
& & \cdot & \cdot & & & & & \\
& & & \cdot & \cdot & & & & \\
& & & & V_{i-1} & S_{i} & & & \\
& & & & & V & S & & \\
& & & & & & V & S & \\
& & & & & & & \cdot & \cdot
\end{array}\right]
$$

in which $\hat{\imath}=m i+1, S_{j}$ and $V_{j} \in \mathbb{R}^{m \times m}$ are lower and upper triangular, respectively, and $S, V$ are Toeplitz and given by

$$
S=\left[\begin{array}{ccccc}
\beta_{0} & & & \\
\beta_{1} & & & 0 & \\
\vdots & . & & \\
\beta_{m-1} & \cdots & \beta_{1} & \beta_{0}
\end{array}\right]
$$

and

$$
V=\left[\begin{array}{cccc}
\beta_{m} & \beta_{m-1} & \cdots & \beta_{1} \\
& \beta_{m} & \cdot & \vdots \\
& & \cdot & \beta_{m-1} \\
0 & & & \beta_{m}
\end{array}\right] .
$$

Equating both sides of (2.6), we get

$$
B=S S^{T}+V V^{T},
$$

and

$$
C=S V^{T},
$$

where $A, B$, and $C$ are as given in (2.9). Now, $A$ can be expressed as

$$
\begin{equation*}
A=R^{T} R+\binom{I_{m}}{0} V V^{T}\left(I_{m}, 0\right) \tag{3.13}
\end{equation*}
$$

where $R^{T} \in \mathbb{R}^{n \times n}$ is the Toeplitz lower triangular matrix

$$
R^{T}=\left[\begin{array}{llllll}
S & & & & &  \tag{3.14}\\
V & S & & & & \\
& \cdot & & & & \\
& & \cdot & & & \\
& & & & & \\
& & & V & S
\end{array}\right]
$$

Assuming that an approximate Hurwitz factor, $\tilde{\psi}(\xi)=\sum_{j=0}^{m} \tilde{\beta}_{j} \xi^{j}$, is obtained from a floating-point Cholesky factorization of $A$, i.e.,

$$
\tilde{R}^{T}=\left[\begin{array}{ccccc}
\tilde{S} & & & & \\
\tilde{V} & \tilde{S} & & & \\
& \cdot & \cdot & & \\
& & \cdot & \cdot & \\
& & & \tilde{V} & \tilde{S}
\end{array}\right]
$$

is available, Fischer et al. [FGHL74] have proposed to compute the solution of the linear system (3.1) via the Woodbury formula [Hous64] as

$$
x=F^{-1} f-F^{-1}\left[\begin{array}{l}
\tilde{V}  \tag{3.15}\\
0
\end{array}\right] Q^{-1}\left[\tilde{V}^{T}, 0\right] F^{-1} f
$$

where

$$
F=\tilde{R}^{T} \tilde{R},
$$

and

$$
Q=I_{m}+\left[\tilde{V}^{T}, 0\right] F^{-1}\left[\begin{array}{l}
\tilde{V} \\
0
\end{array}\right]
$$

Computing $x$ in (3.15) may then be organized as follows:
(a) Solve the linear system $F v=f$ via the forward and backward sweeps $\tilde{R}^{T} w=f$ and $\tilde{R} v=w$. Note that in Lemma 8 we obtain also $\tilde{R}^{-1} e_{1}$ which completely determines $\tilde{R}^{-1}$.
(b) Let $\tilde{L}_{1}=\tilde{R}^{-T}\binom{I_{m}}{0}$ and $v_{1}=\left(I_{m}, 0\right) v$, and simultaneously form $T=\tilde{L_{1}} \tilde{V}$ and $u=\tilde{V}^{T} v_{1}$. Now $Q=I_{m}+T^{T} T$ is easily computed.
(c) Solve the linear system $Q a=u$, see Theorem 4 and Lemma 6, and obtain the column vector $b=T a$.
(d) Finally, solve the Toeplitz triangular system $\tilde{R} c=b$, and obtain the solution $x=v-c$.

From the relevant basic lemmas and theorems outlined in § 2 we see that, given the approximation to the Hurwitz factor $\tilde{R}$, (3.15) requires a time of $(10+6 \log m) \log n+$ $O(m)$ steps using no more than $m n$ processors, and only $n+O\left(m^{2}\right)$ storage locations, the lowest among all three algorithms.

Since the best known time for obtaining $\tilde{S}$ and $\tilde{V}$ via the Cholesky factorization of $A$ on a parallel computer with no less than $m^{2}$ processors is $O(\hat{\imath})$, the cost of computing the Hurwitz factorization can indeed be very high unless $\hat{\imath} \ll n$. This will happen only if the Hurwitz factor $\psi(\xi)$ has its nearest root to the unit circle of magnitude well above 1.

In what follows, we present an attractive alternative to the Cholesky factorization. A simple modification of Algorithm 2 yields a very efficient method for computing the Hurwitz factor. Let $\tilde{r}=2^{k} p \geqq m(i+1)=\hat{\imath}+m-1$. Then, from (2.6), (3.8)-(3.12) we see that

$$
\begin{equation*}
E_{m} M_{k} E_{m}=S^{-T} S^{-1} C \tag{3.16}
\end{equation*}
$$

In other words, the matrices $M_{j}$ in (3.10b) converge to a matrix $M$ (say), and the elements $\tilde{\boldsymbol{\beta}}_{j}, 0 \leqq j \leqq m-1$, of $\tilde{S}$ are obtained by computing the Cholesky factorization of

$$
E_{m} C^{T} M^{-1} E_{m}=\left[\left(0, I_{m}\right) A_{j-1}^{-1}\binom{0}{I_{m}}\right]^{-1}
$$

Now, the only remaining element of $\tilde{V}$, namely $\tilde{\boldsymbol{\beta}}_{m}$, is easily obtained as $\alpha_{m} / \tilde{\beta}_{0}$, which can be verified from the relation $C=S V^{T}$.

Observing that we need only to compute the matrices $M_{j}$, Algorithm 2 may be modified so that in any stage $j$, we solve only the linear systems $A_{i} z_{j}=e_{1}^{(2 r)}$, where $j=0,1,2, \cdots$, and $2 r=2^{j+1} p$. Since we assume that convergence takes place in the $k$ th stage, where $\tilde{r}=2^{k} p \leqq n / 2$, the time required for computing the Hurwitz factor is approximately $6 m k \leqq 6 m \log (n / 2 p)$ using $2 m \tilde{r} \leqq m n$ processors.
4. Numerical experiments. The above parallel algorithms have been tested using positive definite Toeplitz systems of linear equations with bandwidths of 3, that is, with $m=2$. Lemma 3 states that all sufficiently large Toeplitz matrices having diagonal values ( $1, \sigma, \delta, \sigma, 1$ ) are positive definite provided that the symbol function $\phi\left(e^{i \theta}\right)=$ $\delta+2 \sigma \cos \theta+2 \cos 2 \theta$ has no negative values. For positive $\delta$, this condition is satisfied when $(\sigma, \delta)$ corresponds to a point on or above the lower curve in Figure 2. The matrix is


Fig. 2
diagonally dominant when the point lies above the upper curve. The test matrices have $\delta=6$ and $0 \leqq \sigma \leqq 4$. The points corresponding to these matrices lie on the dashed line in Figure 2. Examination of the proof of Lemma 3 reveals that as the order of the positive definite Toeplitz matrix increases, the convex hull of its eigenvalues approaches the set of all values of the symbol function. Thus, the formula $8 /(4-\sigma)$ closely bounds the 2 -norm condition numbers of the matrices used in the tests.

The order of the test matrices is 4096, this favors no one algorithm over the others. For example, the fast Fourier transform used in Algorithm 1 is genuinely fast only when applied to vectors whose length is a power of two. Algorithm 2 also prefers an order
divisible by a large power of two. However, it can be modified to accept any size problem by partitioning the solution vector into pieces that are not of one uniform size.

The above algorithms are also compared with the block cyclic reduction algorithm, a method which adapts well to parallel computation. Heller [Hell76] formulates the algorithm in such a way as to allow submatrix blocks of varying dimension. In this way, the method adapts to systems of linear equations whose blocked order is not divisible by one less than a large power of two. Such a variable dimension algorithm requires a storage scheme for the blocks that is more complex than the in-place partitioning of vectors used to extend Algorithm 2 to problems of arbitrary order. For this reason, the test matrices for the block cyclic reduction algorithm have order 4094.

Table 1 presents the parallel time, processor requirements, and the number of arithmetic operations of the various algorithms for the pentadiagonal test matrices of

TAble 1
Time, processor, and operation counts.

|  | Time | Processors | Operations | Storage |
| :--- | :---: | :---: | :---: | :---: |
| Algorithm 1 | $6 \log n$ | $2 n$ | $10 n \log n$ | $2 n$ |
| * Algorithm 2 | $18 \log n$ | $4 n$ | $4 n \log n$ | $2 n$ |
| $\dagger$ Algorithm 3 | $16 \log n$ | $2 n$ | $12 n \log n$ | $n$ |
| $\ddagger$ Block cyclic reduction | $25 \log n$ | $4 n$ | $19 n$ | $n$ |

* The linear systems ( $\mathbf{3 . 1 0 c}$ ) are solved via Cramer's rule in 3 time steps.
$\dagger$ Algorithm 3 does not include the computation of the Hurwitz factors.
$\ddagger$ The block cyclic reduction algorithm does not check for early convergence of the solution.
order $n$. The various entries show only the leading term. Algorithm 1 is faster than the others due to its use of the fast Fourier transform. Algorithm 3 uses half the number of processors of any other algorithm.

The results of the tests appear in Figure 3. There, the base ten logarithms of the relative errors for each algorithm's solutions appear as functions of the parameter $\sigma$ that determines the coefficient matrices. The matrices become more ill-conditioned with increasing values of $\sigma$. Higher curves correspond to larger relative errors. The tests have been performed on the Control Data Cyber 175 computer at the University of Illinois for which the arithmetic precision is 14.35 decimal digits.

The highest curve of all belongs to Algorithm 1. Its smoothness indicates the presence of strong rounding errors. The circulant systems of linear equations, which are the algorithm's basis, may be the source of these errors. Indeed, the Toeplitz matrix obtained when $\sigma=4$ has a related circulant matrix which is actually singular, and the algorithm fails. One step of iterative refinement, however, remedies this situation, as shown by the lowest curve in Figure 3. Figure 4 reproduces the error curves for the two versions of Algorithm 1, together with the relative errors in the solution obtained from the Cholesky factorization of the Toeplitz matrix.

The second highest curve, in Figure 3, is that of Algorithm 2. Once again the curve's smoothness indicates persistent rounding errors. This cannot be caused by the small systems of pivot equations (3.10a) which occur once at each step of the algorithm (their coefficient matrices were observed to have condition numbers much less than those of the original Toeplitz matrix). From the linear convergence of the rows of the Cholesky factor of the Toeplitz matrix (see Theorem 3), it can be inferred that these pivot matrices converge quadratically. This rate of convergence may be explained by the fact that each succeeding pivot matrix is associated with a principal submatrix that


Fig. 3. From top to bottom the curves represent Algorithm 1, Algorithm 2, block cyclic reduction, Algorithm 3, and Algorithm 1 followed by one step of iterative refinement.


Fig. 4. The top and bottom curves are reproduced from Fig. 3. The center curve represents the solution obtained by Cholesky factorization.
has double the order of the preceeding submatrix. Even for Toeplitz matrices corresponding to values of $\sigma$ close to 4 , this convergence is remarkably fast. For $\sigma$ equal to 4 the rows of the Cholesky factor do converge, but slower than linearly. The condition numbers of such Toeplitz matrices grow with their order and are not bounded. In this case, the condition numbers of the pivot matrices were observed to grow exponentially. Only for this one particular system of linear equations the solution found by Algorithm 2 has no accuracy whatsoever.

The center curve displays the relative errors in the solutions produced by the block cyclic reduction algorithm. This algorithm and the Cholesky factorization algorithm are the only two that succeed in solving the system of linear equations corresponding to $\sigma=4$. Both algorithms, however, attain only 3-digit accuracy for this problem.

The next lower curve represents the errors of Algorithm 3. They are close to and often slightly smaller than those of the Cholesky factorization algorithm (see Fig. 4). The similarity can be explained by the generally fast convergence of the rows of the Cholesky factor to the coefficients of the Hurwitz factor (2.5) used by Algorithm 3. This convergence slows dramatically for values of $\sigma$ near 4, in which case the Cholesky factorization algorithm has smaller errors. For the case $\sigma=4$, Algorithm 3 fails to obtain the solution.
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# A NONLINEAR PROGRAMMING PROBLEM IN STATISTICS (EDUCATIONAL TESTING)* 

ROGER FLETCHER $\dagger$


#### Abstract

The educational testing problem is reviewed; it concerns a reliability coefficient which measures how reliable are the student's total scores in an examination consisting of a number of subtests. A lower bound on this coefficient is obtained by solving a certain nonlinear programming problem. Expressions for both first and second derivatives are given, and a scaling feature is described which enables the search for a solution to take place along feasible arcs on the boundary of the feasible region. The SOLVER method is used to generate the directions of search and numerical results are described. While an improvement over previous methods is obtained, some difficulties over slow convergence are observed in some cases and a possible explanation is given.
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1. Introduction. An interesting problem is to determine how much can be subtracted from the diagonal of a given positive definite matrix $S$ subject to $S$ remaining positive semidefinite, $S \geqq 0$. More precisely, if $T$ is a diagonal matrix $T=\operatorname{diag} \theta_{i}$, then this problem can be posed as the optimization problem

$$
\begin{aligned}
& \underset{T}{\operatorname{maximize}} \operatorname{trace}(T) \\
& \text { subject to } S-T \geqq 0, \quad T \geqq 0 .
\end{aligned}
$$

This is a convex programming problem, since the objective $\left(\sum_{i} u_{i}\right)$ is linear and hence convex, and the feasible region is a convex set. (Clearly, if $T_{0}, T_{1}$ are feasible then so is $T_{\lambda}=(1-\lambda) T_{0}+\lambda T_{1}, \quad \lambda \in(0,1)$; consider $z^{T}\left(S-T_{\lambda}\right) z$ for any $z$. Necessarily $T \leqq$ diag $S_{i i}$, so the feasible region is closed and bounded and a solution always exists. This problem has been found to arise in statistics in the area of educational testing and I am very grateful to Paul H. Jackson (University of Wales, Aberystwyth, UK) for bringing it to my attention. The statistical background is described in some detail in $\S 2$ and is associated with determining how reliable is an examination consisting of a number of subtests. A coefficient $\rho$ is defined which measures this reliability and it is shown that the solution of (1.1) gives a lower bound on $\rho$. In § 3 it is shown that the problem (1.1) can be reduced to a standard nonlinear programming problem via the solution of an eigenvalue problem. Expressions for both first and second derivatives are shown to be readily calculated. A "scaling" feature is described which enables the search for the solution to take place on the boundary of the feasible region and obviates the need to use a penalty function. The SOLVER method is used to solve the nonlinear programming problem and numerical results with the method are described in § 4. While an improvement over previous methods is obtained, some difficulties over slow convergence are observed. A possible explanation of these difficulties and suggestions for how they can be avoided in future research are described.

[^34]2. Educational testing. This section explains the statistical background of the educational testing problem which gives rise to the nonlinear programming problem (1.1). The educational testing problem arises when $N$ students take a test or examination consisting of $n$ subtests. It is required to find how reliable is the student's total score in the sense of being able to reproduce this total on two independent occasions. Guttman (1945) has defined a certain reliability coefficient $\rho(\leqq 1)$ such that $\rho=1$ corresponds to a completely reliable score. Since in practice it is only possible to carry out the test on one occasion only, it is important to consider what information about reliability can be determined from a single examination. In this case a lower bound on $\rho$ can be determined by solving the nonlinear programming problem (1.1).

The development is largely of Guttman (1945) although many of the ideas may originate from Spearman (1904). The notation of Jackson and Agunwamba (1977) is used. The given data for the problem is an $N \times m$ table of scores [ $X_{i j}$ ] (e.g., Table 1) such that $X_{i j}$ gives the score of student $i$ on subject $j$. Columns in the table are referred to by $\boldsymbol{X}_{j}$. The student's total score is $X_{i}=\sum_{i} X_{i j}$ and $\underset{\sim}{X}$ denotes the column vector of total scores. The mean score for each test is $\bar{X}_{j}=\left(\sum_{i} X_{i j}\right) / N$ and the mean total score

Table 1
Data for the Woodhouse (1976) problems.

|  | SUBJECTS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 15 | 25 | 20 | 28 | 35 | 50 | 21 | 18 | 22 | 28 | 28 | 12 | 15 | 40 | 18 | 23 | 14 | 16 | 15 | 10 |
|  | 21 | 27 | 32 | 32 | 41 | 42 | 30 | 35 | 33 | 32 | 64 | 16 | 24 | 38 | 34 | 13 | 15 | 17 | 28 | 18 |
|  | 23 | 35 | 40 | 22 | 55 | 48 | 36 | 40 | 46 | 18 | 38 | 18 | 26 | 37 | 24 | 24 | 17 | 20 | 19 | 26 |
|  | 23 | 29 | 50 | 36 | 42 | 52 | 44 | 32 | 24 | 19 | 32 | 24 | 20 | 46 | 32 | 23 | 11 | 12 | 40 | 38 |
|  | 34 | 37 | 42 | 19 | 36 | 46 | 17 | 26 | 35 | 28 | 39 | 54 | 21 | 47 | 29 | 42 | 18 | 18 | 30 | 20 |
|  | 36 | 60 | 70 | 45 | 55 | 54 | 32 | 30 | 32 | 29 | 41 | 28 | 20 | 47 | 36 | 28 | 20 | 20 | 18 | 24 |
|  | 36 | 35 | 46 | 27 | 50 | 40 | 60 | 34 | 39 | 46 | 48 | 63 | 20 | 48 | 40 | 19 | 21 | 24 | 40 | 22 |
|  | 38 | 70 | 44 | 50 | 45 | 42 | 20 | 28 | 29 | 16 | 55 | 40 | 22 | 49 | 42 | 25 | 23 | 26 | 30 | 28 |
|  | 39 | 46 | 52 | 24 | 37 | 60 | 53 | 30 | 46 | 43 | 54 | 54 | 23 | 46 | 44 | 22 | 35 | 22 | 48 | 30 |
|  | 40 | 74 | 65 | 60 | 72 | 41 | 33 | 36 | 24 | 52 | 64 | 36 | 28 | 50 | 46 | 26 | 25 | 23. | 30 | 30 |
|  | 40 | 48 | 32 | 23 | 58 | 52 | 23 | 40 | 37 | 24 | 58 | 38 | 29 | 54 | 44 | 28 | 11 | 27 | 41 | 34 |
|  | 41 | 12 | 24 | 50 | 47 | 48 | 41 | 42 | 37 | 28 | 56 | 57 | 32 | 51 | 43 | 25 | 17 | 24 | 32 | 39 |
|  | 46 | 52 | 76 | 48 | 70 | 58 | 20 | 50 | 28 | 42 | 76 | 58 | 28 | 58 | 45 | 34 | 27 | 35 | 18 | 56 |
|  | 46 | 73 | 84 | 63 | 38 | 57 | 33 | 56 | 42 | 18 | 72 | 77 | 21 | 52 | 48 | 32 | 35 | 32 | 32 | 19 |
|  | 47 | 42 | 74 | 28 | 60 | 57 | 36 | 42 | 48 | 52 | 63 | 46 | 36 | 53 | 49 | 53 | 29 | 30 | 42 | 40 |
| - | 47 | 82 | 72 | 70 | 39 | 64 | 21 | 25 | 44 | 26 | $4 \dot{4}$ | 44 | 37 | 51 | 46 | 33 | 38 | 35 | 37 | 42 |
| z | 47 | 40 | 42 | 50 | 48 | 61 | 40 | 40 | 26 | 29 | 61 | 44 | 30 | 56 | 47 | 52 | 46 | 27 | 48 | 40 |
| - | 48 | 70 | 65 | 48 | 42 | 57 | 35 | 58 | 50 | 46 | 60 | 32 | 34 | 58 | 54 | 35 | 36 | 31 | 16 | 18 |
| - | 49 | 65 | 60 | 55 | 62 | 56 | 52 | 50 | 52 | 28 | 50 | 48 | 34 | 58 | 53 | 41 | 45 | 40 | 38 | 52 |
| ¢ | 50 | 30 | 35 | 28 | 62 | 54 | 41 | 46 | 50 | 21 | 65 | 33 | 32 | 58 | 54 | 38 | 50 | 44 | 43 | 50 |
|  | 52 | 42 | 54 | 33 | 42 | 64 | 40 | 40 | 56 | 44 | 64 | 38 | 34 | 60 | 44 | 34 | 38 | 30 | 44 | 38 |
|  | 52 | 72 | 70 | 65 | 72 | 68 | 62 | 38 | 56 | 44 | 58 | 46 | 56 | 58 | 46 | 36 | 55 | 20 | 48 | 47 |
|  | 52 | 44 | 64 | 72 | 44 | 62 | 35 | 44 | 56 | 46 | 62 | 39 | 30 | 61 | 46 | 38 | 40 | 42 | 24 | 80 |
|  | 53 | 25 | 42 | 28 | 68 | 52 | 41 | 45 | 44 | 26 | 28 | 43 | 51 | 62 | 47 | 35 | 42 | 48 | 50 | 40 |
|  | 54 | 48 | 60 | 58 | 36 | 51 | 63 | 41 | 64 | 29 | 63 | 49 | 32 | 58 | 47 | 39 | 43 | 58 | 48 | 49 |
|  | 55 | 64 | 62 | 30 | 42 | 57 | 34 | 47 | 52 | 34 | 57 | 37 | 43 | 63 | 48 | 38 | 47 | 20 | 54 | 65 |
|  | 58 | 30 | 24 | 62 | 51 | 51 | 44 | 36 | 43 | 25 | 36 | 54 | 41 | 65 | 48 | 43 | 40 | 35 | 50 | 42 |
|  | 58 | 16 | 40 | 45 | 42 | 58 | 44 | 42 | 58 | 36 | 58 | 52 | 40 | 64 | 49 | 36 | 18 | 45 | 53 | 28 |
|  | 58 | 44 | 56 | 51 | 68 | 68 | 46 | 48 | 72 | 38 | 62 | 34 | 32 | 68 | 49 | 42 | 47 | 47 | 28 | 70 |
|  | 39 | 58 | 58 | 50 | 74 | 52 | 36 | 58 | 60 | 28 | 44 | 56 | 34 | 72 | 51 | 33 | 48 | 58 | 54 | 58 |
|  | 60 | 32 | 35 | 48 | 40 | 56 | 52 | 32 | 40 | 37 | 72 | 57 | 36 | 61 | 52 | 51 | 42 | 46 | 17 | 51 |
|  | 60 | 78 | 80 | 62 | 52 | 54 | 58 | 47 | 80 | 32 | 64 | 39 | 45 | 66 | 53 | 42 | 70 | 40 | 50 | 18 |
|  | 60 | 38 | 55 | 66 | 42 | 52 | 30 | 54 | 62 | 42 | 90 | 38 | 38 | 63 | 56 | 46 | 62 | 48 | 55 | 44 |
|  | 61 | 48 | 64 | 68 | 70 | 53 | 42 | 40 | 38 | 45 | 73 | 56 | 50 | 64 | 54 | 46 | 45 | 42 | 50 | 22 |
|  | 62 | 86 | 94 | 50 | 49 | 62 | 48 | 56 | 74 | 33 | 84 | 36 | 52 | 67 | 52 | 47 | 41 | 70 | 57 | 53 |


regarded as having been sampled from a universe of tests, and $\mathscr{E}[\cdot]$ denotes the expected value on this universe. Then it is assumed that

$$
\begin{equation*}
X_{i j}=T_{i j}+E_{i j} \quad \forall i, j \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{E}\left[E_{i j}\right]=0 . \tag{2.2}
\end{equation*}
$$

The quantities [ $T_{i j}$ ] represent hypothetical unknown "true scores" and true total scores $T$, mean scores $\bar{T}_{j}$ and mean total score $\bar{T}$ are defined as for the observed scores, and are the expected values of the corresponding observed scores from (2.2).

To define the reliability of the total scores in the test, the variance of the total scores from the expected mean score

$$
\begin{align*}
\sigma_{x}^{2} & =\frac{1}{N-1} \sum_{i} \mathscr{E}\left[\left(X_{i}-\mathscr{E}[\bar{X}]\right)^{2}\right]  \tag{2.3}\\
& =\frac{1}{N-1} \sum_{i} \mathscr{E}\left[\left(X_{i}-\bar{T}\right)^{2}\right]
\end{align*}
$$

is defined. Division by $N-1$ and not $N$ expresses the fact that one degree of freedom is lost by taking the mean total score $\bar{T}$. Reliability of the test can be regarded as being the correlation in the student's total scores from two independent tests selected from
the hypothetical universe. Let $\left[{ }_{1} X_{i j}\right]$ and $\left[{ }_{2} X_{i j}\right]$ denote from two such tests and ${ }_{1} X$ and ${ }_{2} \boldsymbol{X}$ the corresponding total scores. Then Guttman (1945) defines the reliability coefficient $\rho$ by

$$
\begin{equation*}
\rho^{2}=\frac{1}{N-1} \frac{\sum_{i} \mathscr{E}\left[\left({ }_{1} X_{i}-\bar{T}\right)\left({ }_{2} X_{i}-\bar{T}\right)\right]}{\sigma_{X}^{2}} \tag{2.4}
\end{equation*}
$$

This is seen to be a correlation between the observed total scores; in a perfectly reliable test ${ }_{1} X_{i}={ }_{2} X_{i}$, and it follows from (2.3) that $\rho=1$. Assuming that the errors $E_{i}$ in the total scores are uncorrelated, so that

$$
\begin{equation*}
\mathscr{E}\left[{ }_{1} E_{i} \cdot{ }_{2} E_{i}\right]=\mathscr{E}\left[{ }_{1} E_{i}\right] \mathscr{E}\left[{ }_{2} E_{i}\right] \tag{2.5}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\rho^{2}=\frac{\sigma_{T}^{2}}{\sigma_{X}^{2}} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{T}^{2}=\frac{1}{N-1} \sum_{i}\left(T_{i}-\bar{T}\right)^{2} \tag{2.7}
\end{equation*}
$$

Clearly a reliability coefficient close to 1 indicates that observed total scores are very reliable. One practical question which is of interest is precisely what value of $\rho$ indicates that a test is sufficiently reliable; that is to say, should one aim for $\rho \geqq 0.9$, or $\rho \geqq 0.8$, or some other target. Possibly the criterion should depend upon $n$ also. Some practical observations are made at the end of $\S 4$.

Unfortunately it is not practical to estimate $\rho$ by making two or more independent tests unless some way of inducing complete amnesia in the students after each test can be found! Therefore it is desirable to determine what information can be deduced from a single test. This can be done by relating $\sigma_{X}^{2}$ and $\sigma_{T}^{2}$ to certain variance-covariance matrices. The variance-covariance matrix $\Sigma_{X}$ of observed scores from the expected mean observed scores on the subtests is defined as

$$
\left[\Sigma_{X}\right]_{j k}=\frac{1}{N-1} \sum_{i} \mathscr{E}\left[\left(X_{i j}-\mathscr{E}\left[\bar{X}_{i}\right]\right)\left(X_{i k}-\mathscr{E}\left[\bar{X}_{k}\right]\right)\right]
$$

$$
\begin{equation*}
=\frac{1}{N-1} \sum_{i} \mathscr{E}\left[\left(X_{i j}-\bar{T}_{i}\right)\left(X_{i k}-\bar{T}_{k}\right)\right] . \tag{2.8}
\end{equation*}
$$

Likewise matrices $\Sigma_{T}$ and $\Sigma_{E}$ are defined by

$$
\begin{gather*}
{\left[\Sigma_{T}\right]_{j k}=\frac{1}{N-1} \sum_{i}\left(T_{i j}-\bar{T}_{j}\right)\left(T_{i k}-\bar{T}_{k}\right),}  \tag{2.9}\\
{\left[\Sigma_{E}\right]_{j k}=\frac{1}{N-1} \sum_{i} \mathscr{E}\left[E_{i j} E_{i k}\right] .} \tag{2.10}
\end{gather*}
$$

If we assume uncorrelated errors in the sense that

$$
\begin{equation*}
\mathscr{E}\left[E_{i j} T_{i k}\right]=\mathscr{E}\left[E_{i j}\right] T_{i k} \quad \forall i, j, k \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{E}\left[E_{i j} E_{i k}\right]=\mathscr{E}\left[E_{i j}\right] \mathscr{E}\left[E_{i k}\right] \quad \forall i, j, k, \quad j \neq k, \tag{2.12}
\end{equation*}
$$

then it follows from (2.2) that $\Sigma_{E}$ is a diagonal matrix and from (2.9) and (2.1) that

$$
\begin{equation*}
\Sigma_{X}=\Sigma_{T}+\Sigma_{E} \tag{2.13}
\end{equation*}
$$

It also follows simply from the definitions (2.3) and (2.9) that

$$
\begin{equation*}
\sigma_{x}^{2}=\sum_{i, k}\left[\Sigma_{E}\right]_{j k}=e^{T} \Sigma_{X X} e, \tag{2.14}
\end{equation*}
$$

where $\underset{e}{e}=(1,1, \ldots, 1)^{T}$, and likewise that

$$
\begin{equation*}
\sigma_{T}^{2}=e^{T} \Sigma_{T} e . \tag{2.15}
\end{equation*}
$$

Hence, writing the diagonal elements of $\Sigma_{E}$ for convenience as $\theta_{i}\left(=\left[\Sigma_{E}\right]_{i i}\right)$, we can express (2.6) as

$$
\begin{equation*}
\rho^{2}=1-\frac{\sum_{i} \theta_{i}}{\sigma_{X}^{2}} \tag{2.16}
\end{equation*}
$$

The situation can be summarized in the following way. The matrix $\Sigma_{X}$ can be estimated by

$$
\begin{equation*}
\left[\Sigma_{X}\right]_{j k} \simeq \frac{1}{N-1} \sum_{i}\left(X_{i j}-\bar{X}_{j}\right)\left(X_{i k}-\bar{X}_{k}\right), \tag{2.17}
\end{equation*}
$$

which is acceptable if $N$ is large (see Guttman (1945)), and can be regarded as being known. The matrices $\Sigma_{T}$ and $\Sigma_{E}$ are unknown but being variance-covariance matrices they are necessarily positive semi-definite. These conditions can be written using (2.13) as

$$
\begin{equation*}
\Sigma_{X}-\Sigma_{E} \geqq 0, \quad \Sigma_{E} \geqq 0 \tag{2.18}
\end{equation*}
$$

and can be regarded as constraints on the values of the $\theta_{i}$. Clearly, then, the $\theta_{i}$ satisfy

$$
\begin{align*}
\sum_{i} \theta_{i} & \leqq \max _{\theta_{i}} \sum_{i} \theta_{i} \quad \text { subject to (2.18) } \\
& =\phi, \tag{2.19}
\end{align*}
$$

say, so that from (2.16)

$$
\begin{equation*}
\rho^{2} \geqq 1-\frac{\phi}{\sigma_{X}^{2}} . \tag{2.20}
\end{equation*}
$$

Thus, by solving the optimization problem in (2.19) which defines $\phi$, a lower bound on $\rho$ is obtained. This is the best that can be done on the basis of a single test. If solving for $\phi$ indicates that $\rho \geqq 0.9$, or whatever value is considered suitable, then it is possible to conclude that the test is sufficiently reliable.
3. Solving the optimization problem. It is convenient to simplify the notation here and write $T=\Sigma_{E}=\operatorname{diag} \theta_{i}$ and $S \simeq \Sigma_{X}$ as the matrix calculated in (2.17). Then (2.19) becomes the optimization problem (1.1). An earlier approach to solving (1.1) is due to Bentler (1972) who writes $S-T=F F^{T}$, where $F$ is unknown and minimizes trace ( $F F^{T}$ ) subject to certain conditions. This is clumsy in that there are a large number of variables, and it also does not account for the condition $T \geqq 0$. Furthermore, some difficulties over convergence are experienced. Woodhouse and Jackson (1977) attempt to solve problem (1.1) by a search in the space of the $\theta_{i}$, but it seems that their method does not work well on other than small problems.

In this paper it is shown that (1.1) can be written as a nonlinear programming problem in conventional form. What is possibly the most obvious way of doing this did not occur to me initially but may be worth pursuing and is described at the end of $\S 4$.

The approach given here is to consider the generalized eigenproblem

$$
\begin{equation*}
T X=S X U \tag{3.1}
\end{equation*}
$$

with an eigenvalue matrix $U=\operatorname{diag} \mu_{i}$ and an eigenvector matrix $X=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ which collect eigenvalues and vectors $\mu_{i}$ and $x_{i}$ for $i=1,2, \ldots, n$. Two properties of the eigensystem are

$$
\begin{equation*}
X^{T} S X=I \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
X^{T} T X=U \tag{3.3}
\end{equation*}
$$

From (3.2) $X^{-1}$ exists so the columns of $X$ are independent. A simple result which uses these results is the following.

Lemma 1. $S-T \geqq 0$ iff $\mu_{i} \leqq 1, i=1,2, \ldots, n$.
Proof. $S-T \geqq 0$ implies ${\underset{x}{i}}_{T}^{T} S{\underset{x}{i}}_{i} \geqq{\underset{x}{i}}_{T}^{T} T x_{i}={\underset{i}{T}}_{T} S x_{i} \mu_{i}$ from which $\mu_{i} \leqq 1$ follows. Conversely any vector $y$ can be expanded as $y=X \alpha$ and

$$
\begin{aligned}
y^{T}(S-T) y & =\alpha^{T}\left(X^{T} S X-X^{T} T X\right) \alpha \\
& =\alpha^{T}(I-U) \alpha \geqq 0
\end{aligned}
$$

if $\mu_{i} \leqq 1 i=1,2, \ldots, n$, which shows that $S-T \geqq 0$.
Thus, to solve (1.1) the unknowns are regarded as $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ (or $T$ ). The eigenproblem (3.1) is solved for any such $T$ and the eigenvalues $\mu_{i}$ are regarded as nonlinear functions $\mu_{i}(T)$. Then problem (1.1) can be restated as

$$
\begin{align*}
& \underset{\theta_{i}}{\operatorname{minimize}}-\sum_{i} \theta_{i} \\
& \text { subject to } \mu_{i}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right) \leqq 1, \quad \theta_{i} \geqq 0, \quad i=1,2, \ldots, n . \tag{3.4}
\end{align*}
$$

This is a nonlinear programming problem in standard form. The objective function is linear and so the location of the solution is usually determined by curvature in the constraints $\mu_{i}(T) \leq 1$. Thus it is important to use a numerical method for solving (3.4) which uses second derivative information and such a method is described later in the section. It is also convenient to order the eigenvalues as

$$
\begin{equation*}
\mu_{1} \geqq \mu_{2} \geqq \ldots \geqq \mu_{n} \tag{3.5}
\end{equation*}
$$

in which case a possible alternative statement of the nonlinear constraints in (3.4) is to have just $\mu_{1}(T) \leqq 1$. However $\mu_{1}(T)$ is a nonsmooth function when $\mu_{1}$ is a multiple eigenvalue. When this situation arises, or nearly so, it can be advantageous in method (3.15) below to have present linearizations from all the constraints rather than just $\mu_{1}(T) \leqq 1$. Thus the possibility of having a single nonlinear constraint is not explored.

It is important first of all to determine formulae for derivatives to be used in the numerical method. Writing (3.1) as

$$
\begin{equation*}
T x_{i}=S x_{i} \mu_{i}, \quad i=1,2, \ldots, n \tag{3.6}
\end{equation*}
$$

and differentiating with respect to $\theta_{i}$ yields

$$
\begin{equation*}
\left(\frac{\partial \mu_{i}}{\partial \theta_{j}} S-\frac{\partial T}{\partial \theta_{j}}\right) \underline{x}_{i}=\left(T-\mu_{i} S\right) \frac{\partial x_{i}}{\partial \theta_{j}} . \tag{3.7}
\end{equation*}
$$

Premultiplying by $x_{i}^{T}$ and using (3.6), (3.2) and $T=\operatorname{diag} \theta_{i}$ gives

$$
\begin{equation*}
\frac{\partial \mu_{i}}{\partial \theta_{j}}=x_{i}^{T} \frac{\partial T}{\partial \theta_{j}} x_{i}=x_{j i}^{2} \tag{3.8}
\end{equation*}
$$

This gives the required expression for the first derivative of $\mu_{i}$ with respect to $\theta_{i}$ for any $i, j$. In passing it is noted that a more complicated dependence of $T$ on the $\theta_{i}$ could be handled readily. To obtain second derivatives, (3.7) is differentiated with respect to $\theta_{k}$ giving

$$
\begin{array}{r}
\left(\frac{\partial^{2} \mu_{i}}{\partial \theta_{j} \partial \theta_{k}} S-\frac{\partial^{2} T}{\partial \theta_{j} \partial \theta_{k}}\right) x_{i}-\left(\frac{\partial T}{\partial \theta_{j}}-\frac{\partial \mu_{i}}{\partial \theta_{j}} S\right) \frac{\partial x_{i}}{\partial \theta_{k}} \\
=\left(\frac{\partial T}{\partial \theta_{k}}-\frac{\partial \mu_{i}}{\partial \theta_{k}} S\right) \frac{\partial x_{i}}{\partial \theta_{j}}+\left(T-\mu_{i} S\right) \frac{\partial^{2} x_{i}}{\partial \theta_{j} \partial \theta_{k}} .
\end{array}
$$

Using $\partial^{2} T / \partial \theta_{k}=0$, premultiplying by ${\underset{\sim}{x}}_{i}^{T}$ and using (3.6) and (3.2) yields

$$
\begin{align*}
\frac{\partial^{2} \mu_{i}}{\partial \theta_{j} \partial \theta_{k}} & =\underline{x}_{i}^{T}\left(\frac{\partial T}{\partial \theta_{j}}-\frac{\partial \mu_{i}}{\partial \theta_{j}} S\right) \frac{\partial x_{i}}{\partial \theta_{k}}+{\underset{x}{i}}_{T}^{T}\left(\frac{\partial T}{\partial \theta_{k}}-\frac{\partial \mu_{i}}{\partial \theta_{k}} S\right) \frac{\partial x_{i}}{\partial \theta_{j}}  \tag{3.9}\\
& =-2 \frac{\partial x_{i}}{\partial \theta_{j}}\left(T-\mu_{i} S\right) \frac{\partial x_{i}}{\partial \theta_{k}}
\end{align*}
$$

from (3.7). The matrix $T-\mu_{i} S$ is singular, and the generalized inverse matrix $\left(T-\mu_{i} S\right)^{+}$ satisfies

$$
T-\mu_{i} S=\left(T-\mu_{i} S\right)\left(T-\mu_{i} S\right)^{+}\left(T-\mu_{i} S\right) ;
$$

so using this in (3.9) together with (3.7) gives

$$
\begin{equation*}
\frac{\partial^{2} \mu_{i}}{\partial \theta_{j} \partial \theta_{k}}=-2{\underset{x}{i}}_{T}^{T}\left(\frac{\partial T}{\partial \theta_{k}}-\frac{\partial \mu_{i}}{\partial \theta_{k}} S\right)\left(T-\mu_{i} S\right)^{+}\left(\frac{\partial T}{\partial \theta_{j}}-\frac{\partial \mu_{i}}{\partial \theta_{j}} S\right) x_{i} \tag{3.10}
\end{equation*}
$$

To simplify this expression the following result is used.
Lemma 2.

$$
\begin{equation*}
\left(T-\mu_{i} S\right)^{+}=\sum_{p \in I_{i}} \frac{x_{p} x_{p}^{T}}{\mu_{p}-\mu_{i}}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{i}=\left\{p: \mu_{p} \neq \mu_{i}\right\} . \tag{3.12}
\end{equation*}
$$

Proof. From (3.2) and (3.3)

$$
T-\mu_{i} S=X^{-T}\left(U-\mu_{i} I\right) X^{-1}
$$

Now $U-\mu_{i} I$ is diagonal with zero elements when $\mu_{p}=\mu_{i}$, so $\left(U-\mu_{i} I\right)^{+}$is diagonal with corresponding zero elements and elements $1 /\left(\mu_{p}-\mu_{i}\right)$ otherwise. Thus

$$
\left(T-\mu_{i} S\right)=X\left(U-\mu_{i} I\right)^{+} X^{T}
$$

from which (3.11) follows.
Substituting (3.11) into (3.10) and using the form of $\partial T / \partial \theta_{j}$ gives

$$
\begin{equation*}
\frac{\partial^{2} \mu_{i}}{\partial \theta_{j} \partial \theta_{k}}=2 \sum_{p \in I_{i}} \frac{x_{k p} x_{k i} x_{j p} x_{j i}}{\mu_{i}-\mu_{p}} \tag{3.13}
\end{equation*}
$$

which is the required expression for second derivatives. The resulting matrix of second derivatives of $\mu_{i}$ is referred to as $\nabla^{2} \mu_{i}$. If $I_{i}$ has $c_{i}$ elements, and defining $y_{j p}^{i}=x_{j p} x_{i i}$
and $d_{i}=1 /\left(\mu_{i}-\mu_{p}\right)$ as elements of the $n \times c_{i}$ matrix $Y^{i}$ and the $c_{i} \times c_{i}$ diagonal matrix $D^{i}$ respectively, then (3.13) can be written

$$
\begin{equation*}
\nabla^{2} \mu_{i}=Y^{i} D^{i} Y^{i T} \tag{3.14}
\end{equation*}
$$

This shows that $\nabla^{2} \mu_{i}$ has the same rank as $Y^{i}$ which is at most $c_{i}$, and $c_{i} \leqq n-1$. It follows that $\nabla^{2} \mu_{i}$ is singular and the reason for this is seen when ideas of scaling are described below. It also follows under the ordering (3.5) that $\nabla^{2} \mu_{1}$ is positive semidefinite which is consistent with the convexity result in § 1. Equation (3.13) also shows that $\nabla^{2} \mu_{i}$ is a discontinuous function of $T$ if the multiplicity of an eigenvalue changes. This fact may be the cause of some numerical difficulties when near multiplicity occurs at the solution to (3.4).

A feature of problem (3.4) which has implications for the choice of method is the possibility of scaling. It is a property of (3.1) that scaling $T \rightarrow k T$ causes $\mu_{i} \rightarrow k \mu_{i}$ for all $i$ and leaves ${\underset{x}{i}}$ unchanged. Consider any point $T=\operatorname{diag} \theta_{i}$ which is strictly feasible in (3.4) and therefore has $\mu_{1}(T)<1$ (see Fig. 1). It is possible to replace $T$ by another


Fig. 1. Scaling and the feasible arc search.
point $\left(T^{(k)}\right.$ in Fig. 1) by scaling $T$ by $k=1 / \mu_{1}$ so that $\mu_{1}(T)=1$ at the new point which is therefore on the boundary of the feasible region. Also trace $(T)$ is increased so the value of the objective function is improved. Since the eigenvectors are unchanged, derivatives at the new point are available at no extra cost. Also if $T^{(k)}$ is an iterate in some method and $p^{(k)}$ is a search direction in the tangent plane (a usual feature) then it is possible to search along the feasible arc which is obtained by scaling points on the line ${\underset{\sim}{c}}^{(k)}+\alpha p^{(k)}$ to lie on the boundary of the feasible region as illustrated in Figure 1. This feature implies that there is no need to use a penalty function approach to solving (3.4).

A numerical method which is likely to be suitable for solving (3.4) is the SOLVER method (see Fletcher (1974)). In this case the quadratic programming subproblem

$$
\begin{align*}
& \underset{\underline{Q}}{\operatorname{minimize}} \frac{1}{2} \underset{\sim}{p}{ }^{T} W^{(k)} \underset{\sim}{p}-{\underset{\sim}{e}}^{T} \underset{\sim}{p} \\
& \text { subject to }{\underset{\sim}{p}}^{T} \nabla \mu_{i}^{(k)} \leqq 1-\mu_{i}^{(k)}, \quad p_{i} \geqq-\theta_{i}, \quad i=1,2, \cdots, n \tag{3.15}
\end{align*}
$$

is solved on the $k$ th iteration. The constraints in (3.15) are the constraints in (3.4)
linearized about $T^{(k)}$, and $\mu_{i}^{(k)}$ etc. refers to $\mu_{i}\left(T^{(k)}\right)$. The matrix $W^{(k)}$ is defined by

$$
\begin{equation*}
W^{(k)}=\sum_{i} \lambda_{i}^{(k)} \nabla^{2} \mu_{i}^{(k)} \tag{3.16}
\end{equation*}
$$

where the $\lambda_{i}^{(k)}$ are Lagrange multiplier estimates taken as the multipliers of the linear constraints in (3.15) for iteration $k-1$ (if $k>1$ ), or as $\lambda_{1}^{(1)}=e^{T} \nabla \mu_{1} /\left(\nabla \mu_{1}^{T} \nabla \mu_{1}\right)$ and $\lambda_{i}^{(1)}=0, i>1$, if $k=1$.

The method has been programmed as described here in the M.Sc. thesis of Jayarajan (1979). The quadratic programming problem is solved by subroutine VEO2A from the Harwell Subroutine Library. A simple line search is used starting with a unit step $\alpha^{(k)}=1$ and using repeated quadratic interpolation (but limited to reducing $\alpha^{(k)}$ by $\frac{1}{10}$ at each step) until a better value of the objective function is obtained. The eigenvalue problem is solved by the technique of calculating Choleski factors $S=L L^{T}$ (once and for all) and rewriting (3.1) as the standard eigenvalue problem

$$
\begin{equation*}
\left(L^{-1} T L^{-T}\right) Y=Y U \tag{3.17}
\end{equation*}
$$

where $Y=L^{T} X$. This is implemented using a subroutine from the NAG library. In fact, from (2.17) $S$ can be written as $S=M^{T} M$ where

$$
\begin{equation*}
M_{i j}=\frac{1}{\sqrt{N-1}}\left(X_{i j}-\bar{X}_{j}\right) \tag{3.18}
\end{equation*}
$$

and $L$ can be calculated in a more stable way numerically from $Q R$ factors of the matrix $M$.
4. Numerical results and discussion. Jayarajan (1979) gives numerical results which check out the method on some small problems and illustrate the rapid (second order) rate of convergence which is to be expected from the SOLVER method. Some larger problems given by Woodhouse (1976) have also been solved. These are obtained from the data given in Table 1 which corresponds to 64 students and 20 subtests. Different selections from the set of subtests are used to generate different problems. Jayarajan uses the six problems generated by the following columns of Table 1: $(1,2,5,6),(1,3,4,5),(1,2,3,6,8,10),(1-8),(1-12)$ and (1-18). The full set of 20 subtests is in fact not used. The results are given in Table 2. Each problem is solved from two different initial values; the first from Woodhouse's (1976) best solution and the second from $T^{(1)}=I$, suitably scaled. The number of iterations required is given in the respective columns of Table 2. A feature of the SOLVER method is that a number

TAble 2
Numerical results (Jayarajan (1979)).

|  |  |  |  | Number of function value $\phi$ in $(2.19)$ <br> iterations |  | $m$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |

[^35]( $m$, say) of the constraints which are linearizations of $\mu_{i}(T) \leqq 1$ are active on each iteration. After a few iterations this number is observed to settle down to a single value, and this is the value of $m$ which is tabulated. A main result which the table shows is that the method obtains a better solution than that which Woodhouse (1976) gives, especially when $n$ is large. Therefore the method appears to be an improvement on others which have been tried. However, there is one adverse feature; slow convergence is observed when the value of $m$ is greater than one. This is obviously related to the situation in which nearly multiple eigenvalues occur. In fact a modified version of the method was tried in which the set $I_{1}=\{m+1, \cdots, n\}$ is used to replace the set $I_{1}=\{2, \cdots, n\}$ which arises in the definition (3.13) of $\nabla^{2} \mu_{1}$ when $\mu_{1}>\mu_{2}$. The purpose of this is to try to anticipate nearly multiple eigenvalues and in fact the results in Table 2 are computed using this modification. However, Jayarajan (1979) shows that neither version exhibits rapid convergence. Exhaustive checks on differences and first order conditions have been carried out but no fault in the computer code has become apparent.

One feature which these checks do show up is that near the solution when $m>1$, small perturbations to $T$ make large changes to the eigenvectors. This ill-conditioning suggests that to transform using (3.17) might be numerically unstable. Therefore an orthogonal (eigenvector) decomposition of $S=Q \Lambda^{2} Q^{T}$ might improve matters. This is best achieved by making a singular value decomposition $M=V \Lambda Q^{T}$ of the matrix $M$ in (3.18). However a referee makes the pertinent point that eigenvectors corresponding to close eigenvalues are inherently badly determined, irrespective of the numerical method used to solve the eigenvalue problem. Since the first and second derivatives (3.8) and (3.9) involve these eigenvectors, it is likely that ill-conditioning will continue to cause difficulties.

A likely explanation of the ill-conditioning is the following. As functions of the parameter $T$ the trajectories $\mu_{i}(T)=1$ are unlikely to cross but behave as illustrated in Fig. 2. It can be seen that constraint linearizations remote from the solution are likely to predict a value of $m>1$, although the value $m=1$ actually holds at the solution. In the neighborhood of the near crossing point, the eigenvectors swing round rapidly from one vector to another, so that the eigenvectors corresponding to different eigenvalues appear to swap over. This accounts for the ill-conditioning and also suggests that the


Fig. 2. Eigenvalue trajectories.
idea of replacing the set $I_{1}$ as described above may not be good. We hope to investigate these possibilities in future work.

Another possibility is to set up the nonlinear constraints corresponding to the condition $S-T \geqq 0$ in a simpler way. If the eigenproblem

$$
\begin{equation*}
(S-T) X=X U \tag{4.1}
\end{equation*}
$$

defines eigenvalues $\mu_{i}$ as functions $\mu_{i}(T)$, then $S-T \geqq 0$ is also equivalent to the nonlinear constraints that $\mu_{i}(T) \geqq 0 i=1,2, \cdots, n$. Furthermore, an analogue of the scaling idea in § 3 is a shifting process. That is, if $T$ is feasible and $\mu_{1} \geqq \mu_{2} \geqq \cdots \geqq \mu_{n}>$ 0 , then a shift $T \rightarrow T+\mu_{n} I$ causes the eigenvalues to change to $\mu_{i} \rightarrow \mu_{i}-\mu_{n}$. As in § 3, $T$ is moved to the boundary of the feasible region and the objective function value is improved. In a similar way a line search along a feasible arc can be determined by shifting the points ${\underset{\sim}{r}}^{(k)}+\alpha p^{(k)}$. We hope to investigate whether this method or that described in $\S 3$ is best able to handle the ill-conditioned nature of the problem.

The above comments are all concerned with the numerical properties of the optimization method. The results of Table 2 also throw a little light on the statistical question of how large $\rho$ should be for a reliable test. The lower bound in (2.20) for each test problem in Table 2 has been calculated from Jayarajan's solution. A study of all subjects in Table 1 indicates a definite trend that the students are listed in order of increasing scores (approximately). Thus it is likely that these tests are reliable, and therefore that the lower bound on $\rho$ of about 0.8 or better in the table should be an indication of a reliable test.
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# FAMILIES OF HIGH ORDER ACCURATE DISCRETIZATIONS OF SOME ELLIPTIC PROBLEMS* 
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#### Abstract

In this paper we construct and analyze high order finite difference discretizations of a class of elliptic partial differential equations. In particular, two one-parameter families of fourth order HODIE discretizations of the Helmholtz equation are derived and a discretization optimal with respect to a certain norm of the truncation error is identified. The use of compact nine-point formulas of positive type admits both fast direct methods and standard iterative methods for the solution of the resulting systems of linear equations. Extensions yielding sixth order accuracy for the Helmholtz equation and fourth order accuracy for a more general operator are given. Finally, numerical results demonstrating the effectiveness of the discretizations for a wide range of problems are presented.
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1. Introduction. We consider the numerical solution to the problem

$$
\begin{align*}
L u \equiv a u_{x x}+c u_{y y}+f u & =g & & \text { on } R,  \tag{1.1}\\
u & =\phi & & \text { on } \partial R
\end{align*}
$$

where $a>0, c>0, f \leqq 0$ are constants and $R$ is a rectangular domain with boundary $\partial R$. We will extend our methods to slightly more general operators $L$ in the sequel. Problems with mixed boundary conditions and some non-rectangular domains are treated in [4], [5] and [6].

We construct and analyse finite difference discretizations of the HODIE type [23]. The method yields high order accurate formulas that are compact as possible, require multiple evaluations of the source function $g$, yet do not involve derivatives. For the class of problems considered here, it produces coefficients of positive type. The associated linear systems of difference equations have the same block tridiagonal structure required for the straightforward application of both fast direct solution methods and standard iterative methods; in fact, the coefficients are $O\left(h^{2}\right)$ perturbations of the standard nine-point compact discretization of the Laplacian.

We summarize the HODIE method in § 2. Details are given in [4], [23] and [24]. In § 3 we derive two one-parameter families of fourth order discretizations based upon the location of certain auxiliary points where the source function $g$ is evaluated. An error analysis is given in $\S 4$ in which a discretization optimal with respect to a certain norm on the truncation error is given. Properties of the linear systems of difference equations arising in the methods are outlined in §5. In § 6 the results of numerical experiments undertaken to evaluate the performance of the algorithms for problems of varying degree of difficulty are summarized. Finally, extensions to slightly more general differential operators and a technique for combining members of the fourth order families to obtain sixth order accuracy are described in §§ 7 and 8.
2. The HODIE method. Let $G$ denote the intersections of a rectangular grid with mesh sizes $h_{x} \times h_{y}$ placed over $R$. For each point $p \in G \cap(R-\partial R)$ we denote the closed grid rectangle centered at $p$ by $R_{p}$. A HODIE discretization of the general linear second

[^36]order partial differential equation (PDE) $L u=g$ takes the form
\[

$$
\begin{gather*}
L_{p} U=I_{p} g, \quad p \in G  \tag{2.1a}\\
L_{p} U=\sum_{q \in D_{p}} \alpha_{p q} U_{q}, \quad I_{p} g=\sum_{q \in E_{p}} \beta_{p q} g_{q} . \tag{2.1b}
\end{gather*}
$$
\]

Here $U_{q}$ is the value of the unknown function $u$ at one of the nine grid points in $R_{p}$ which we call the set of discretization points and denote by $D_{p}$. The symbol $g_{q}$ denotes the evaluation of $g$ at one of another set of points in $R_{p}$ called auxiliary or evaluation points and denoted by $E_{p}$. The number of points and their location depends upon the desired order of accuracy of the scheme. The acronym HODIE stands for High Order Differences with Identity Expansion.

The values of the coefficients $\alpha_{p q}$ and $\beta_{p q}$ are determined by requiring that the difference approximation be exact on some finite dimensional linear space $S$; that is, we require that $L_{p} s=I_{p} L s$ for all $s \in S$. Let $\left\{s_{l}: l=1, \cdots, \operatorname{dim}(S)\right\}$ be a basis for the space $S$, where $\operatorname{dim}(S)$ denotes its dimension; then the difference equation at $p$ must satisfy $L_{p} s_{l}-I_{p} L s_{l}=0, l=1, \cdots, \operatorname{dim}(S)$, or more explicitly,

$$
\begin{equation*}
\sum_{q \in D_{p}} \alpha_{p q}\left(s_{l}\right)_{q}-\sum_{q \in E_{p}} \beta_{p q}\left(L s_{l}\right)_{q}=0 \quad l=1, \cdots, \operatorname{dim}(S) . \tag{2.2}
\end{equation*}
$$

We call this homogeneous linear system the HODIE equations. Usually the number of evaluation points is $\operatorname{dim}(S)-8$ (one $\beta$ is used for normalization), but a propitious choice of $E_{p}$ can often reduce this number (equivalently, some $\beta$ 's are zero).

The existence of HODIE discretizations exact on polynomial spaces $\mathscr{P}_{n}$ (the space of all polynomials of degree $n$ or less) is studied in [23] and [6]. It is known, for instance, that nontrivial HODIE discretizations of the Laplacian exist that are exact on $\mathscr{P}_{8}$, although several classes of such discretizations exact on $\mathscr{P}_{7}$ are known (these are given in this paper). This severe restriction does not occur in general, and HODIE discretizations exact on $\mathscr{P}_{n}$ with $n>7$ have been found for equations with lower order derivative terms. When a HODIE discretization exact on $\mathscr{P}_{n}$ exists, then the order of its truncation error, $T_{p} u \equiv L_{p} u-I_{p} L u$, is usually $O\left(h^{n-1}\right)$ for $u \in C^{n+1}$.

The use of nonpolynomial basis elements to model behavior such as singularities is also possible. The compact discretization of El-Mistikawy and Werle [12], for instance, which is based upon the representation of $U$ as a piecewise exponential function, has proven successful in approximating solutions of two-point boundary value problems with boundary layers.

It is clear from (2.2) that if the coefficients of the PDE operator vary on $R$, then the difference equation coefficients $\alpha_{p q}$ and $\beta_{p q}$ will vary with $p$. The computation of $\alpha_{p q}$ and $\beta_{p q}$ may be done by a computer program for solving (2.2), and proper choice of basis functions $s_{l}$ can reduce the cost of this operation. The computational complexity of the method for $S=\mathscr{P}_{n}$ is analysed in [24]. In that study, the number of arithmetic operations required to discretize and solve (by band elimination) a general linear problem on a rectangle with an $m \times m$ grid was found to be $2 m^{4}+1079 m^{2}$ for a fourth order HODIE method and $64(m+1)^{4}+320(m+1)^{2}$ for bicubic Hermite collocation, another fourth order method. Such operation counts only give a very rough comparison between the methods. For example, they neglect the costs of evaluating the coefficient functions of $L$ as well as the right side $g$, which can become significant when these functions are even only moderately complicated. Also, it is assumed that appropriate locations for evaluation points in the HODIE method are known a priori, which is not always so. Recently however, Leventhal [20] has derived explicit formulas for the
coefficients of a fourth order compact discretization of $L u=g$ with evaluation points the same as discretization points. For constant coefficient problems the operation counts reduce to $2 m^{4}+13 m^{2}$ for HODIE and $64(m+1)^{4}$ for collocation.

Finally, we note that the method is also applicable to problems with nonrectangular domains [6], general linear boundary conditions [5], and more than two space variables [21]. Similar techniques have been studied for two-point boundary value problems [22], and parabolic problems [1], [8].
3. Families of fourth order discretizations. We now return to problem (1.1). A simple change of variable yields the equation

$$
\begin{equation*}
\nabla^{2} u+f u=g \tag{3.1}
\end{equation*}
$$

on a rescaled domain $R$, and hence we assume $a=c$ without loss of generality. To get an $O\left(h^{4}\right)$ HODIE method we need $T_{p} s=0$ for all $s \in \mathscr{P}_{5}$. Since the dimension of $\mathscr{P}_{5}$ is 21 we need $13 \beta$ 's, although most will be zero by symmetry in our case. To simplify notation we let $h_{x}=h, h_{y}=\theta h, p=(0,0)$ and drop the subscript $p$ where no confusion results.

Define the HODIE discretization $P(h, \mu, \theta, f)$ by

$$
\begin{gather*}
L^{P, \mu} U=I^{P, \mu} g  \tag{3.2}\\
L^{P, \mu} U=\left(1 / 6 h^{2}\right)\left\{\alpha_{0} U(0,0)+\alpha_{1}[U(h, 0)+U(-h, 0)]\right. \\
+\alpha_{2}[U(0, \theta h)+U(0,-\theta h)] \\
\left.+\alpha_{3}[U(h, \theta h)+U(-h, \theta h)+U(-h,-\theta h)+U(h,-\theta h)]\right\} \\
I^{P, \mu} g=\beta_{0} g(0,0)+\beta_{1}[g(\mu h, 0)+g(-\mu h, 0)] \\
+\beta_{2}[g(0, \mu \theta h)+g(0,-\mu \theta h)]
\end{gather*}
$$

where $0<\mu \leqq 1$ is a parameter. Similarly we define $Q(h, \mu, \theta, f)$ by

$$
\begin{equation*}
L^{Q, \mu} U=I^{Q, \mu} g \tag{3.3}
\end{equation*}
$$

$$
\begin{aligned}
& L^{Q, \mu} U=\left(1 / 6 h^{2}\right)\left\{\alpha_{0} U(0,0)\right.+\alpha_{1}[U(h, 0)+U(-h, 0)] \\
&+\alpha_{2}[U(0, \theta h)+U(0,-\theta h)] \\
&\left.+\alpha_{3}[U(h, \theta h)+U(-h, \theta h)+U(-h,-\theta h)+U(h,-\theta h)]\right\} \\
& I^{Q, \mu} g=\beta_{0} g(0,0)+\beta_{1}[g(\mu h, \mu \theta h)+g(-\mu h, \mu \theta h) \\
&+g(-\mu h,-\mu \theta h)+g(\mu h,-\mu \theta h)]
\end{aligned}
$$

The coefficients $\alpha_{i}$ and $\beta_{i}$ may be different in the two cases. Their derivation is greatly simplified by the following lemma whose proof follows easily from symmetry.

Lemma 3.1. The HODIE discretizations $P(h, \mu, \theta, f)$ and $Q(h, \mu, \theta, f)$ of (3.1) are exact for all monomials $x^{i} y^{j}$ with at least one of $i$ and $j$ odd.

Theorem 3.2. The discretization $P(h, \mu, \theta, f)$ of (3.1) is exact on $\mathscr{P}_{5}$ for all $0<\mu \leqq 1, \theta>0$ if and only if

$$
\begin{aligned}
& \alpha_{0}=-10\left(\rho+\theta^{2}\right) / \theta^{2}+2\left(3-\mu^{2}\right) F+\left(\mu^{2}-1\right) F^{2} / 2 \\
& \alpha_{1}=\left(5 \theta^{2}-\rho\right) / \theta^{2}+\mu^{2} F / 2 \\
& \alpha_{2}=\left(5 \rho-\theta^{2}\right) / \theta^{2}+\rho \mu^{2} F / 2 \\
& \alpha_{3}=\left(\rho+\theta^{2}\right) /\left(2 \theta^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \beta_{0}=\left[3 \mu^{2}-(\rho+1) / 2\right] /\left(12 \mu^{2}\right)+\left(\mu^{2}-1\right) F / 12 \\
& \beta_{1}=1 /\left(12 \mu^{2}\right), \\
& \beta_{2}=\rho /\left(12 \mu^{2}\right),
\end{aligned}
$$

where $F=h^{2} f$ and $\rho=\left[12+\left(\mu^{2}-1\right) F\right] /\left[12+\left(\mu^{2}-1\right) \theta^{2} F\right]$.
Proof. By Lemma 3.1 we need only satisfy $L^{P, \mu} s=I^{P, \mu} L s$ for the functions 1, $x^{2}-h^{2}, y^{2}-(\theta h)^{2}, x^{2}\left(x^{2}-h^{2}\right), y^{2}\left(y^{2}-(\theta h)^{2}\right)$ and $\left(x^{2}-h^{2}\right)\left(y^{2}-(\theta h)^{2}\right)$, plus a normalization. This leads to a system of seven linear equations, nonsingular for all $0<\mu \leqq 1$, whose straightforward solution leads to the coefficients given above.

QED
Theorem 3.3. The discretization $Q(h, \mu, \theta, f)$ of (3.1) is exact on $\mathscr{P}_{5}$ if and only if at least one of $\mu=1, \theta=1$ or $f=0$. In these cases the coefficients are given uniquely by

$$
\begin{array}{ll}
Q(h, \mu, \theta, 0): & \alpha_{0}=-10\left(1+\theta^{2}\right) / \theta^{2}, \\
& \alpha_{1}=\left(5 \theta^{2}-1\right) / \theta^{2}, \\
& \alpha_{2}=\left(5-\theta^{2}\right) / \theta^{2}, \\
& \alpha_{3}=\left(1+\theta^{2}\right) /\left(2 \theta^{2}\right), \\
& \beta_{0}=\left(6 \mu^{2}-1\right) /\left(6 \mu^{2}\right), \\
& \beta_{1}=1 /\left(24 \mu^{2}\right), \\
Q(h, \mu, 1, f): \quad \alpha_{0}=-20+\left(6-\mu^{2}\right) F-\left(1-\mu^{2}\right) F^{2} / 2, \\
& \alpha_{1}=\alpha_{2}=4, \\
& \alpha_{3}=1+\mu^{2} F / 4, \\
& \beta_{0}=\left(6 \mu^{2}-1\right) /\left(6 \mu^{2}\right)-\left(1-\mu^{2}\right) F / 12, \\
& \beta_{1}=1 /\left(24 \mu^{2}\right), a n d \\
Q(h, 1, \theta, f): \quad \alpha_{0}=-20+20 \rho F, \\
& \alpha_{1}=\left(10 \theta^{2}-2\right) /\left(1+\theta^{2}\right), \\
& \alpha_{2}=\left(10-2 \theta^{2}\right) /\left(1+\theta^{2}\right), \\
& \alpha_{3}=1+\rho F, \\
& \beta_{0}=10 \rho / 3,
\end{array}
$$

where $F=h^{2} f$ and $\rho=\theta^{2} /\left[2\left(1+\theta^{2}\right)\right]$.
Proof. By Lemma 3.1 we need only satisfy $L^{Q, \mu} s=I^{Q, \mu} L s$ for $s=1, x^{2}-h^{2}$, $y^{2}-(\theta h)^{2}, x^{2}\left(x^{2}-h^{2}\right),\left(x^{2}-h^{2}\right)\left(y^{2}-(\theta h)^{2}\right)$, plus a normalization. (The function $y^{2}\left(y^{2}-\right.$ $\left.(\theta h)^{2}\right)$ leads to the same HODIE equation as $x^{2}\left(x^{2}-h^{2}\right)$ in this case.) This leads to a system of six linear equations in the unknowns $\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{0}$ and $\beta_{1}$. If $f \neq 0, \theta \neq 1$ and $\mu \neq 1$ this system is inconsistent; otherwise, it is nonsingular and its straightforward solution yields the coefficients given above. QED

Several specific discretizations in these families have been considered previously for the case of the Poisson equation. For example, $P(h, 1,1,0)$ is given in [9] and $P(h, 1, \theta, 1)$ is given in [29]. Similar families were derived by Esch [13] using Fourier series methods.

When $\mu=1$, no more than one evaluation of the right side $g$ per grid point is needed to construct the system of finite difference equations. When $\mu=\frac{1}{2}$, an average of two evaluations per grid point are needed and for arbitrary $\mu$ up to five evaluations per grid point are required. However, in some cases a HODIE discretization with $0<\mu<1$ can produce an error small enough to warrant its use in spite of an increase in the number of evaluations of $g$. Some stencils of particular interest are given in Fig. 1.


Fig. 1. Some discretizations in the fourth order families $P(h, \mu, \theta, f)$ and $Q(h, \mu, \theta, f)$, where $a=$ $\left(10 \theta^{2}-2\right) /\left(1+\theta^{2}\right), b=\left(10-2 \theta^{2}\right) /\left(1+\theta^{2}\right)$, and $r=\theta^{2} /\left(12\left(1+\theta^{2}\right)\right)$. Stencils are given at half-grid points. The discretizations in (a) and (b) also apply in the case of variable $f$; see § 7.
4. Error analysis. The first nonzero terms in the truncation error expansions of the schemes of Theorems 3.2 and 3.3 can be determined by the usual Taylor series analysis; details are given in [4]. Let $X^{n} Y^{m}$ denote the differentiation operator of order $n$ in $x$ and $m$ in $y$ (hence $X^{n} Y^{m} u=\partial^{n+m} u / \partial x^{n} \partial y^{m}$ ). We then have the following theorem.

Theorem 4.1. Suppose $u \in C^{8}$. The truncation errors of the HODIE discretizations (3.2) and (3.3) of (3.1) are then

$$
\begin{aligned}
& P(h, \mu, \theta, f): \quad \begin{array}{r}
\left(h^{4} / 720\right)\left\{\left[\left(5 \mu^{2}-2\right)+\left(\mu^{4}-1\right) h^{2} f / 6\right] X^{6}\right. \\
\\
+\left[\left(5 \rho \mu^{2}-2\right)+\rho\left(\mu^{4}-1\right) \theta^{2} h^{2} f / 6\right] Y^{2} \\
\left.+5\left[\left(\mu^{2}-1\right)-\theta^{2} \rho\right] X^{4} Y^{2}+5\left[\left(\mu^{2}-1\right) \theta^{2} \rho-1\right] X^{2} Y^{4}\right\} u+O\left(h^{6}\right),
\end{array} \\
& Q(h, \mu, \theta, 0):\left(h^{4} / 720\right)\left\{\left[5 \mu^{2}-2\right]\left(X^{6}+Y^{6}\right)+5\left[\left(6 \theta^{2}+1\right) \mu^{2}-\left(\theta^{2}+1\right)\right] X^{4} Y^{2}\right. \\
& \\
& \left.\quad+5 \theta^{2}\left[\left(6+\theta^{2}\right) \mu^{2}-\left(\theta^{2}+1\right)\right] X^{2} Y^{4}\right\} u+O\left(h^{6}\right),
\end{aligned}
$$

$$
\begin{array}{ll}
Q(h, 1, \theta, f): & \left(h^{4} / 720\right)\left\{3\left(X^{6}+\theta^{4} Y^{6}\right)-25 \theta^{2}\left(X^{4} Y^{2}+X^{2} Y^{4}\right)\right\} u+O\left(h^{6}\right), \\
Q(h, \mu, 1, f): & \left(h^{4} / 720\right)\left\{\left[5 \mu^{2}-2\right]\left(X^{6}+Y^{6}\right)+5\left[7 \mu^{2}-2\right]\left(X^{4} Y^{2}+X^{2} Y^{4}\right)\right\} u+O\left(h^{6}\right), \\
P(h, \mu, 1, f): & \left(h^{4} / 720\right)\left\{\left[5 \mu^{2}-2\right]\left(X^{6}+Y^{6}\right)+5\left[\mu^{2}-2\right]\left(X^{4} Y^{2}+X^{2} Y^{4}\right)\right\} u+O\left(h^{6}\right) .
\end{array}
$$

It is easy to see from Theorems 3.2 and 3.3 that, for $h$ sufficiently small, these discretizations are of positive type [7]; hence, the discretization error, $\max \left\{\left|U_{p}-u_{p}\right|\right.$, $p \in G\}$, is of the same order as the truncation error. Thus, each method in the families presented here has fourth order accuracy for all $u \in C^{6}$.

For Laplace's equation $(f=g=0)$, the discretizations $P(h, \mu, 1,0)$ and $Q(h, \mu, 1,0)$ reduce to the well-known " -20 " formula, which has order of accuracy six for $u \in C^{8}$. The discretization $Q(h, \sqrt{0.2}, 1, f)$ also has increased accuracy in some cases. From Theorem 4.1 the truncation error of this discretization is $\left(-h^{4} / 720\right) \nabla^{6} u+$ $O\left(h^{6}\right)$. When $\nabla^{2} u=g$ this is $\left(-h^{4} / 720\right) \nabla^{4} g+O\left(h^{6}\right)$ and so this discretization has sixth order accuracy for Poisson's equation whenever $g$ is harmonic.

We now consider the value of $0<\mu \leqq 1$ which produces the smallest truncation error in the case of square grids $(\theta=1)$. In each case the error takes the form

$$
T_{p} u=\left(h^{4} / 720\right)\left[r(\mu)\left(X^{6}+Y^{6}\right)+s(\mu)\left(X^{4} Y^{2}+X^{2} Y^{4}\right)\right] u+O\left(h^{6}\right) .
$$

Since we do not know anything about the derivatives of $u$ in general, it is natural to seek that value of $\mu$ that minimizes the max norm of the 2 -vector $[r(\mu), s(\mu)]$. This then determines a set of evaluation points which is optimal with respect to this choice of norm. A straightforward analysis shows that the minima occur at $\mu=\sqrt{0.3}$ for $Q(h, \mu, 1, f)$ and at $\mu=1$ for $P(h, \mu, 1, f)$. Table 1 gives values of the error norm for various choices of the point set, and indicates the relative accuracy we might expect from each discretization. The numerical experiments of $\S 4$ support these conjectures.

TAble 1
Values of an error norm for various choices of evaluation points.

| Evaluation point set | $\max [\|r(\mu)\|,\|s(\mu)\|]$ |
| :---: | :---: |
| $Q(h, \sqrt{0.3}, 1, f)$ | 0.5 |
| $Q(h, 1 / 2,1, f)$ | 2.5 |
| $P(h, 1,1, f)$ | 5.0 |
| $P(h, 1 / 2,1, f)$ | 8.75 |
| $Q(h, 1,1, f)$ | 25.0 |

5. Properties of the systems of difference equations. The following theorem summarizes the properties of the matrices generated by the HODIE discretizations of the previous section. We assume that an $(n+2) \times(m+2)$ grid is used and the nodes are numbered from left to right and bottom to top (the natural ordering).

Theorem 5.1. Let $-\boldsymbol{A}$ be the $n m \times n m$ matrix generated by any of the HODIE discretizations of $\S 3$ on a rectangle with Dirichlet boundary conditions. Then, for $h$ sufficiently small, $\boldsymbol{A}$ is real and
a) symmetric,
b) an $m \times m$ block tridiagonal matrix, each block being itself an $n \times n$ symmetric tridiagonal matrix,
c) irreducible ${ }^{1}$,
d) an L-matrix ${ }^{1}$,

[^37]e) weakly diagonally dominant ${ }^{1}$, and
f) positive definite.

For a matrix with these properties, much of the standard theory of iterative solution methods applies. In [2], numerical experiments demonstrate the effectiveness of the adaptive iterative algorithms of Hageman and Young [14], [15] for linear systems resulting from HODIE discretizations.

In addition, the symmetric block tridiagonal nature of these linear systems show that fast direct methods such as block cyclic reduction, fast Fourier transform and tensor product methods [11] may also be applied to HODIE discretizations. This combination has lead to extremely fast and highly accurate software for this problem [17], [18], [19].
6. Numerical experiments. We now report the results of substantial numerical experiments undertaken to support the claims made about the fourth order HODIE methods described above. In particular, we wish to assess the effect on accuracy of the placement of the evaluation points. The methodology used in the tests is based upon the framework presented in [25] and [27] and implemented in the PDE software evaluation system [3]. A complete list of all generated data is given in [4].

We select a set of ten Poisson and Helmholtz problems from the PDE population [28]. Each problem is defined on the unit square $[0,1] \times[0,1]$ and all boundary conditions are Dirichlet type. Some problems depend on parameters and counting each parameter value used we have 14 test cases. The problems are listed below.

Problem 3.
Operator: Poisson
Solution: $\quad c\left(x^{a / 2}-x\right)\left(y^{a / 2}-y\right), c=1 /\left[a^{a /(1-a)}-a^{1 /(1-a)}\right]^{2}$
Case 3-1 $\quad(a=1.5)$
Features: $\quad$ Solution has singular first derivatives along the lines $x=0$ and $y=0$.
Case 3-2 $\quad(a=2.5)$
Features: $\quad$ Solution has singular second derivatives along the lines $x=0$ and $y=0$.

## Problem 4.

Operator: Poisson
Solution: $\quad 3 \exp (x+y) x y(1-x)(1-y)$
Case 4-1
Features: Entire, slowly varying solution.
Problem 7.
Operator: $\quad$ Poisson, $\nabla^{2} u=1, u=0$ on $\partial R$
Solution: $\quad$ Series solution computed with $\simeq 10^{-9}$ accuracy.
Case 7-1
Features:
Singular second derivatives in solution at four corners.
Problem 8.
Operator: Poisson
Solution: $\quad \phi(x) \phi(y)$, where $\phi(x)=1$ for $x<0.35, \phi(x)=p(x)$ for $0.35 \leqq$ $x \leqq 0.65$, and $\phi(x)=0$ for $x \geqq 0.65$.
$p(x)$ is a quintic polynomial determined so that $\phi(x)$ has two continuous derivatives.
Case 8-2
Features: Solution has a wavefront with a discontinuous third derivative along a right angle through the center of the domain connecting two flat areas.

## Problem 9.

Operator: $\quad$ Helmholtz, $\nabla^{2} u-100 u=g$
Solution: $\quad(\cosh (10 x) / \cosh (10)+\cosh (a y) / \cosh (a)) / 2$
Case 9-2 $\quad(a=20)$
Features: $\quad$ Mild boundary layer in solution along $x=1$ and $y=1$.
Case 9-3 $\quad(a=50)$
Features: $\quad$ More pronounced boundary layer in solution along $x=1$ and $y=1$.
Problem 10.
Operator: Poisson
Solution:
$x y(1-x)(1-y) \exp \left(-a\left[(x-0.5)^{2}+(y-b)^{2}\right]\right)$
Case 10-7 $\quad(a=50, b=0.117)$
Features: $\quad$ Solution has sharp peak at $(0.5,0.117)$.
Problem 17.
Operator: Poisson
Solution: $\quad \exp \left(-y^{2}-\left[a(b x)^{3} /\left(1+(b x)^{3}\right)\right]^{2}\right)+\sin (x-y+0.5)$
Case 17-2 $\quad(a=5, b=3)$
Features: $\quad$ Very mild boundary layer in solution near $x=0$.
Problem 41.
Operator: $\quad$ Helmholtz, $\nabla^{2} u-a u=g$
Solution: $\quad x(\pi-x) / 2-(4 / \pi)$
$\times \sum_{k=1}^{b}\{[\sin ((2 k-1) x) \cosh ((2 k-1)(y-\pi / 2))]$
$\left./\left[(2 k-1)^{3} \cosh ((2 k-1) \pi / 2)\right]\right\}$
Case 41-3 $\quad(a=10.0, b=25)$
Features: Solution has derivative singularities.
Problem 47.
Operator: Poisson
Solution: $\quad(x y)^{a / 2}$
Case 47-2 $\quad(a=5)$
Features: $\quad$ Solution has singular third derivatives along $x=0$ and $y=0$.
Problem 53.
Operator: $\quad$ Helmholtz, $\nabla^{2} u-a u=g$
Solution: $\quad \cos (b y)+\sin (b(x-y))$
Case 53-3 $\quad(a=10, b=10)$
Features: Entire, oscillatory solution.
Case 53-4 $\quad(a=30, b=10)$
Features: Entire, oscillatory solution.
Case 53-2 $\quad(a=10, b=\pi)$
Features: Entire, slowly varying solution.
Each problem was solved using five different discretizations: $Q(h, \sqrt{0.3}, 1, f)$, $\boldsymbol{Q}\left(h, \frac{1}{2}, 1, f\right), \boldsymbol{P}(h, 1,1, f), \boldsymbol{P}\left(h, \frac{1}{2}, 1, f\right), \boldsymbol{Q}(h, 1,1, f)$ and the standard five-point star. In each case the resulting linear system of difference equations was solved by the LINPACK symmetric band solver [10]. All codes tested are part of the March 1979 version of the ELLPACK system [26].

Each problem was run on a sequence of grids so that convergence behavior could be studied. All calculations were performed on a CDC 6500 computer in single precision arithmetic ( 14.3 decimal digits of precision). The programs used were written in ANSI standard FORTRAN (1966) and were compiled using the Minnesota FORTRAN compiler (MNF). We summarize the results in three parts and in Figure 2 display performance curves for each case. The graphs display the base $10 \log$ of maximum error on the grid divided by the maximum value of the solution on the grid versus the base



Fig. 2. Graphs of max-error on grid divided by max-solution on grid versus time in seconds on a CDC 6500 ( $\log -\log$ scale). Each point represents the solution of a problem on a uniform grid. The fourteen problems may be classified as those with smooth solutions (4-1, 53-2, 53-3, 53-4), those with smooth but difficult to compute solutions ( $9-2,9-3,10-7,17-2$ ), and those with discontinuous low order derivatives (3-1, 3-2, 7-1, 8-2, 41-3, 47-2). Each problem is solved using six separate discretizations: ○ 5-point star; $\triangle$ HODIE $P(h, 1,1, f) ;+$ HODIE $Q(h, 1,1, f) ; \times \operatorname{HODIE} P(h, 1 / 2,1, f) ; \diamond$ HODIE $Q\left(h, \frac{1}{2}, 1, f\right) ; \quad \nabla \quad$ HODIE $Q(h, \sqrt{0.3}, 1, f)$.

10 log of the computation time in seconds. From these graphs we can easily assess which programs are the most efficient, that is, for a given amount of computation time, which code produces the smallest error. All problems fit in main memory and hence I/O time is not a factor.

Study 1. Performance for smooth problems. Problems 4 and 53 each have solutions in $C^{6}$ and hence the analysis of $\S 4$ applies. For each problem the relative behavior of the HODIE methods was exactly as the error analysis indicated, with the optimal method producing the smallest error. $Q\left(h, \frac{1}{2}, 1, f\right)$ proved to be a good sub-optimal method while $Q(h, 1,1, f)$ was the least efficient in each case. The difference between the good and poor choices of evaluation points was quite striking, consistently larger than an order of magnitude. As expected, each HODIE discretization performed better than the five-point star.

Study 2. Performance for smooth but difficult problems. Problems 9, 10 and 17 each have solutions that are in $C^{\mathbf{6}}$, but also have troublesome behavior such as boundary layers or sharp peaks. For such problems the error analysis of $\S 4$ still holds asymptotically, but one would expect the numerical methods to have trouble resolving the sharp gradients in the solution using the coarse uniform grids we used. This is indeed the case. In general, the relative efficiency of the eight methods tested is the same as in Study 1, although the accuracy is lower for each case and the differences between methods is much less as the difficulty of the problems increases.

Study 3. Performance for nonsmooth problems. The solutions of problems 3, 7, 8, 41 , and 47 all possess singular or discontinuous derivatives of orders less than six and hence the error analysis of $\S 4$ no longer applies. In the case of Poisson's equation, the HODIE methods tested here were also derived by Esch [13] using Fourier series methods. Esch's analysis indicates that the HODIE methods should still be effective for these problems. In each case we find that the order of convergence reduces to that of the five-point star; however, the absolute error of most of the HODIE methods is better and hence they are more efficient. We also observe that the HODIE methods fall into two groups of almost identical performance, the set $Q(h, \sqrt{0.3}, 1, f)$, $Q\left(h, \frac{1}{2}, 1, f\right), P\left(h, \frac{1}{2}, 1, f\right)$ performing much better than $P(h, 1,1, f)$ and $Q(h, 1,1, f)$. See the results for cases 3-1, 3-2 and 47-2, which have solutions with discontinuous first, second and third derivatives, respectively.

We now rank the codes tested over the population of 14 cases based upon one performance indicator: time required to attain 0.05 per cent error. Since few programs attained this accuracy exactly on one of the grids employed, we fit a least squares line through the data for each method and problem and obtain the required value by interpolation. Table 2 gives the average rank and median time in seconds for each method. Applying the Friedman, Kendall and Babington-Smith test to this data [16, Ch. 7], we find that the average rank differences are significant with 95 per cent certainty if greater than 2.02 . Conclusions at $80,90,95,97.5$ and 99 per cent confidence levels are given in Table 3.

TAble 2
Time to attain 0.05 per cent accuracy-average rankings of 6 methods for 14 problems.

| Method name | Average rank | Median time <br> $(\mathrm{sec})$. |
| :--- | :---: | :---: |
| $Q(h, \sqrt{0.3}, 1, f)$ | 1.29 | 0.93 |
| $Q(h, 1 / 2,1, f)$ | 2.43 | 1.6 |
| $P(h, 1 / 2,1, f)$ | 2.79 | 2.1 |
| $P(h, 1,1, f)$ | 4.07 | 2.5 |
| $Q(h, 1,1, f)$ | 4.71 | 6.6 |
| 5-point star | 5.71 | 100.0 |

TAble 3
Ranking of methods based on time to achieve $0.05 \%$ error.

|  |  | 5-point star | $Q(h, 1,1, f)$ | $\begin{aligned} & \text { WORSE } \\ & P(h, 1,1, f) \end{aligned}$ | $\boldsymbol{P}(h, 1 / 2,1, f)$ | $Q(h, 1 / 2,1, f)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | $Q(h, \sqrt{0.3}, 1, f)$ | 99/4.42 | 99/3.42 | 99/2.78 | /1.50 | /1.14 |
| E | $Q(h, 1 / 2,1, f)$ | 99/3.28 | 97.5/2.28 | 80/1.64 | /0.36 |  |
| T | $P(h, 1 / 2,1, f)$ | 99/2.92 | 90/1.92 | /1.28 |  |  |
| E | $P(h, 1,1, f)$ | 80/1.64 | /0.64 |  |  |  |
| R | $Q(h, 1,1, f)$ | /1.00 |  |  |  |  |

Entries are of the form top/bottom, where the top entry is the percent of confidence in the relative rankings of the two methods based upon the Friedman, Kendall and Babington-Smith test and the bottom entry is the average rank difference between the two methods. This difference is significant to $80 \%, 90 \%$, $95 \%, 97.5 \%$ and $99 \%$ if greater than $1.62,1.83,2.02,2.18$ and 2.38 respectively.
7. Extensions to variable $f$. A simple extension of several discretizations of $\S 3$ to the case of variable $f$ is obtained from the following theorem.

Theorem 7.1. Let $K_{p}$ and $I_{p}$ be finite difference operators such that $K_{p} s=I_{p} \nabla^{2} s$ for all $s \in \mathscr{P}_{n}$. Then the discretization

$$
L_{p} u \equiv K_{p} u+I_{p}(f u)=I_{p} g
$$

of the equation $L u \equiv \nabla^{2} u+f u=g$ with variable $f$ is also exact on $\mathscr{P}_{n}$. Moreover, both discretizations produce the same truncation and discretization errors for all $u \in C^{n+1}$.

Proof. Let $u \in C^{n+1}$. Then the truncation error of $L_{p} u=I_{p} g$ is $I_{p} L u-L_{p} u=$ $I_{p}\left(\nabla^{2} u+f u\right)-\left[K_{p} u+I_{p}(f u)\right]=I_{p} \nabla^{2} u-K_{p} u$ which is the truncation error of the discretization $K_{p} u=I_{p} \nabla^{2} u$. Since the truncation errors are the same they are both exact on $\mathscr{P}_{n}$. In fact, they both produce the same estimates $U$ of $u$ and hence they must both have the same discretization errors. QED

Corollary 7.2. Let $L^{P, 1} u=I^{P, 1} \nabla^{2} u$ and $L^{Q, 1} u=I^{Q, 1} \nabla^{2} u$ denote the discretizations $P(h, 1, \theta, 0)$ and $Q(h, 1, \theta, 0)$ of the Poisson equation as given in Theorems 3.2 and 3.3. Then the discretizations

$$
\begin{aligned}
& L^{P, 1} u+I^{P, 1}(f u)=I^{P, 1} g \\
& L^{Q, 1} u+I^{Q, 1}(f u)=I^{Q, 1} g
\end{aligned}
$$

of the equation $\nabla^{2} u+f u=g$ with variable $f$ have truncation errors $O\left(h^{4}\right)$ and order of accuracy four for all $u \in C^{6}$.

As in §3, a suitable change of variables yields discretizations of $a u_{x x}+c u_{y y}+$ $f(x, y) u=g$. Neither of these discretizations requires more evaluations of the right side function $g$ than usual low order methods.

Inspecting the coefficients of these discretizations it is easy to see that the resulting system of linear equations is, for $h$ sufficiently small and $f \leqq 0$, weakly diagonally dominant and an $L$-matrix. Unfortunately, unless $f$ is constant, the matrix is not symmetric, although it is an $O\left(h^{2}\right)$ perturbation of one. It seems unlikely that a symmetric matrix could be generated without a substantial increase in the number of evaluation points.

We present one numerical example. Consider the Dirichlet problem for the equation $\nabla^{2} u+f u=g$ on the unit square, where

$$
f(x, y)=-[100+\cos (2 \pi x)+\sin (2 \pi y)]
$$

and

$$
\begin{gathered}
u=0.31\left[\Psi(x) \Psi(y) \sin (\pi x)\left(y^{2}-y\right)\left(1 /\left(1+\phi^{4}\right)\right)-0.5\right] \\
\phi=4\left[(x-0.5)^{2}+(y-0.5)^{2}\right], \quad \Psi(z)=5.4-\cos (4 \pi z) .
\end{gathered}
$$

The maximum value of the solution is about 3.3. The results obtained by solving this problem using the discretizations $P(h, 1,1, f)$ and $Q(h, 1,1, f)$ for various values of $h$ are given in Table 4. Note that the error analysis of $\S 4$ applies in this case and, as predicted there, the method using evaluation point set $P(h, 1,1, f)$ has a smaller error than the method using the set $Q(h, 1,1, f)$.

Table 4
Max error and observed convergence rate for a Helmholtz problem with variable $f$ using discretizations $P(h, 1,1, f)$ and $Q(h, 1,1, f)$.

| $h$ | $P(h, 1,1, f)$ |  | $Q(h, 1,1, f)$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | max-error | rate | max-error | rate |
| .2500 | $7.1 \mathrm{E}-01$ | - | $8.8 \mathrm{E}-01$ | - |
| .1667 | $1.2 \mathrm{E}-01$ | 4.4 | $2.7 \mathrm{E}-01$ | 3.0 |
| .1250 | $3.4 \mathrm{E}-02$ | 4.4 | $9.6 \mathrm{E}-02$ | 3.0 |
| .1000 | $1.3 \mathrm{E}-02$ | 4.3 | $4.1 \mathrm{E}-02$ | 3.9 |
| .0833 | $7.1 \mathrm{E}-03$ | 3.3 | $2.6 \mathrm{E}-02$ | 2.5 |
| .0625 | $2.3 \mathrm{E}-03$ | 3.9 | $7.8 \mathrm{E}-03$ | 4.2 |

8. Extensions-sixth order methods. With the aid of the fourth order families of $\S 3$ it is easy to obtain discretizations of the Helmholtz equation on square computational cells $(\theta=1)$ with order of accuracy six.

Theorem 8.1. The HODIE discretization $L_{p} U=I_{p} g$ of the Dirichlet problem for the equation $\nabla^{2} u+f u=g$ with constant $f \leqq 0$ defined by

$$
\begin{aligned}
60 L_{p} & =48 L^{Q, 1 / 2}+8 L^{P, 1}+4 L^{Q, 1} \\
60 I_{p} & =48 I^{Q, 1 / 2}+8 I^{P, 1}+4 I^{Q, 1}
\end{aligned}
$$

has order of accuracy six for $u \in C^{8}$.
Proof. The truncation error of this discretization is $\left[48 T^{Q, 1 / 2}+8 T^{P, 1}+\right.$ $\left.4 T^{Q, 1}\right] u / 60$. From Theorem 4.1 we see that this linear combination of truncation errors is $O\left(h^{6}\right)$. Since the resulting discretization is a convex combination of discretizations of positive type it also is this of type, and hence it has discretization error $O\left(h^{6}\right)$ for $u \in C^{8}$. QED

In stencil notation this scheme is written as
$\left(6 h^{2}\right)^{-1}$

| 1 |  | 4 |  | 1 |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| 4 |  | -20 |  | 4 |
|  |  |  |  |  |
| 1 |  | 4 |  | 1 |$\quad$|  |
| :--- |


where each box is of distance $h / 2$ from its neighbors. In [18] the use of a sixth order HODIE discretization of the Helmholtz problem due to R. E. Lynch is evaluated for use with a fast direct equation solver. Although this discretization uses the same auxiliary points as the one above (they are identical when $f=0$ ), the coefficients of the scheme we present here are slightly simpler.

In general, a sixth order HODIE method requires 28 auxiliary points. The discretization that we have just presented for the Helmholtz equation uses only 13 (that is, 15 of the $\beta$ 's are zero). We next show that this number can be reduced further. We use the same superposition principle as in Theorem 8.1, looking for parameters $\omega, \mu, \nu$ such that

$$
\begin{equation*}
\omega T^{Q, \mu}+T^{P, \nu}=O\left(h^{6}\right) \tag{8.1}
\end{equation*}
$$

where $T^{Q, \mu}$ and $T^{P, \nu}$ are the truncation operators of the discretizations $Q(h, \mu, 1, f)$ and $P(h, \nu, 1, f)$ respectively. The corresponding discretization,

$$
\left[\omega L^{Q, \mu}+L^{P, \nu}\right] U=\left[\omega I^{Q, \mu}+I^{P, \nu}\right] g
$$

has order of accuracy six for $u \in C^{8}$ while using only nine evaluation points. Applying the truncation error expansions of Theorem 4.1 we find that (8.1) is satisfied if and only if

$$
\mu^{2}=4(1+\omega) /(15 \omega), \quad \nu^{2}=2(1+\omega) / 15
$$

The requirement that $\mu \leqq 1$ and $\nu \leqq 1$ imposes the restriction $4 / 11 \leqq \omega \leqq 13 / 2$. We have shown the following.

Theorem 8.2. The HODIE discretization $L_{p} U=I_{p} g$ of the Helmholtz equation on square computational cells $(\theta=1)$ defined by

$$
\left[\omega L^{Q, \mu}+L^{P, \nu}\right] U=\left[\omega I^{Q, \mu}+I^{P, \nu}\right] g
$$

Table 5
Max error and observed convergence rate for the solution of a Helmholtz problem by four sixth order discretizations.

| $h$ | Thm 8.1 |  | Thm 8.2, $\omega=4 / 11$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | max-error | rate | max-error | rate |
| . 2500 | $3.4 \mathrm{E}-05$ | - | $6.1 \mathrm{E}-05$ | - |
| . 1667 | 2.8E-06 | 6.2 | $5.1 \mathrm{E}-06$ | 6.1 |
| . 1250 | $5.2 \mathrm{E}-07$ | 5.9 | $9.5 \mathrm{E}-07$ | 5.8 |
| . 1000 | $1.4 \mathrm{E}-07$ | 5.9 | 2.5E-07 | 6.1 |
| . 0833 | $4.5 \mathrm{E}-08$ | 6.2 | $8.3 \mathrm{E}-08$ | 6.1 |
| . 0625 | 8.1E-09 | 6.0 | $1.5 \mathrm{E}-08$ | 6.0 |
| $h$ | Thm 8.2, $\omega=13 / 2$ |  | Thm 8.2, $\omega=2$ |  |
|  | max-error | rate | max-error | rate |
| . 2500 | 5.7E-05 | - | 4.4E-05 | - |
| . 1667 | $4.7 \mathrm{E}-06$ | 6.2 | $3.7 \mathrm{E}-06$ | 6.1 |
| . 1250 | $8.7 \mathrm{E}-07$ | 5.9 | $6.8 \mathrm{E}-07$ | 5.9 |
| . 1000 | $2.3 \mathrm{E}-07$ | 6.0 | $1.8 \mathrm{E}-07$ | 6.0 |
| . 0833 | $7.6 \mathrm{E}-08$ | 6.1 | $6.0 \mathrm{E}-08$ | 6.0 |
| . 0625 | $1.4 \mathrm{E}-08$ | 5.9 | $1.1 \mathrm{E}-08$ | 5.9 |

where $\mu^{2}=4(1+\omega) /(15 \omega), \quad \nu^{2}=2(1+\omega) / 15, \quad 4 / 11 \leqq \omega \leqq 13 / 2$, each have order of accuracy six for $u \in C^{8}$.

Although these methods require only nine evaluation points, they do not appear to be as efficient as that of Theorem 8.1, which requires only an average of two evaluations of $g$ per grid point. Table 5 displays the maximum error and observed convergence rate for the solution of the problem $\nabla^{2} u-5 u=g$, with $u=$ $\cos (2 y)+\sin (2(x-y))$, using the discretization of Theorem 8.1 and three discretizations from the one-parameter family of Theorem 8.2.
9. Concluding remarks. We have used the HODIE approach with success in solving a class of elliptic boundary value problems on rectangles with Dirichlet boundary conditions, demonstrating that this technique provides an important tool for obtaining highly accurate solutions to problems of varying difficulty with only modest computational effort. A separate paper shows similar results in the presence of constant coefficient mixed boundary conditions. The practical applicability of the HODIE method in the general variable coefficient case has yet to be determined, since even the formulation of the HODIE equations (2.2) at each point can be a formidable computation.

Some nonlinear problems of the form $\nabla^{2} u=g(u)$ have been solved using HODIE discretizations and fixed point iteration, although the straightforward applicability of the method is restricted to the case where the evaluation points are also discretization points. A similar restriction applies in the parabolic case.

Finally, the ability of the HODIE method to retain its high order accuracy on some simple nonrectangular domains has been demonstrated, and further investigation of this aspect of the method seems warranted.
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# PROPERTIES OF A VORTEX STREET OF FINITE VORTICES* 

P. G. SAFFMAN $\dagger$ AND J. C. SCHATZMAN $\dagger$


#### Abstract

Steady solutions of the Euler equations are calculated for an infinite array of vortices, consisting of two staggered parallel rows of identical vortices of finite area and uniform vorticity. These models are similar to the "vortex streets" studied theoretically by von Kármán and others, except that here vortices of finite rather than infinitesimal area are employed.


Key words. Kármán vortex street, laminar wake

1. Introduction. For a certain range of Reynolds number, a regular pattern of vortices is observed in the wake of a two-dimensional blunt body placed in a uniform stream. In his classic work, von Kármán modeled the problem with an infinite street of point vortices (see Kármán [4], [5], Kármán and Rubach [6]). This approximate approach has several limitations, among which are the infinite kinetic energy and difficulty in fitting the model to flow past a body.

To improve the model, the vortices are herein allowed to be of finite area, but uniform vorticity. An integrodifferential equation is then solved to obtain the steady shapes of the vortices. This paper is a report of the first part of a study of the wake flow problem, and describes only properties of the steady solutions for the infinite vortex array. Subsequent papers will report on a stability analysis of the steady states, and on relating this model to the wake flow problem.
2. Formulation. Consider an infinite array of uniform two-dimensional vortices, consisting of one row of identical vortices of area $A$ and strength $-\Gamma$ with centroids at positions $x=0, \pm l, \pm 2 l, \pm 3 l, \cdots, y=0$, and of a second row of identical vortices of area $A$ and strength $+\Gamma$ with centroids at $x=d, d \pm l, d \pm 2 l, d \pm 3 l, \cdots, y=-h$. Let there be superimposed a uniform flow $U_{s}$ in the $x$ direction, at infinity, as in Fig. 1. It is assumed



$\xrightarrow{\mathrm{U}_{\mathrm{s}}}$

Fig. 1. The configuration of the fully infinite vortex street with arbitrary stagger.
that the flow is inviscid, incompressible, two-dimensional and, outside the vortices, irrotational. This paper deals with steady flows of this kind, principally with $d / l=0.5$ (for values other than 0 and 0.5 and for the symmetric periodic cases considered here, the street does not move parallel to itself; see Rosenhead [9]).

[^38]The complex potential outside the vortices can be written (with obvious notation)

$$
\begin{equation*}
w(z)=\frac{i \Gamma}{2 \pi A}\left\{\iint_{\Sigma_{1}} \log \sin \frac{\pi}{l}\left(z-z^{\prime}\right) d x^{\prime} d y^{\prime}-\iint_{\Sigma_{2}} \log \sin \frac{\pi}{l}\left(z-z^{\prime}\right) d x^{\prime} d y^{\prime}\right\}+U_{s} z, \tag{2.1}
\end{equation*}
$$

where $\Sigma_{1}, \Sigma_{2}$ refer to the cross-sections of one vortex in the upper and lower rows, respectively. By applying a Green's theorem, the complex velocity can be written as a line integral around the boundaries of the vortices:

$$
\begin{equation*}
u+i v=\frac{\Gamma}{2 \pi A}\left\{\int_{\Sigma_{1}} \log \left|\sin \frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime}-\int_{\Sigma_{2}} \log \left|\sin \frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime}\right\}+U_{s} . \tag{2.2}
\end{equation*}
$$

The requirement that the velocity field be tangent to the boundary of the vortices then determines the steady shapes of the vortices, apart from the scaling, as a function of the three dimensionless parameters $d / l \equiv \mu, h / l \equiv \kappa$, and $A / l^{2} \equiv \alpha$.

To simplify the calculations, the vortices in the two rows are assumed to have identical shapes, differing only in position and orientation. There are two reasonable choices of symmetry: invariance to reflection about the line $y=-h / 2$ (the streamwise axis centered between the two rows) and a suitable $x$ translation, and similarly with an additional reflection about $x=0$ (the vertical axis of one of the vortices). In both cases, it is sufficient to satisfy (2.2) along the boundary of a vortex in either row. For vortices of streamwise symmetry, these two cases are equivalent.

The second choice was picked, giving in place of (2.2)

$$
\begin{equation*}
u+i v=\frac{\Gamma}{2 \pi A}\left\{\int_{\Sigma_{1}} \log \left|\sin \frac{\pi}{l}\left(z-z^{\prime}\right) \sin \frac{\pi}{l}\left(z+z^{\prime}-\mu l+i \kappa l-2 \bar{z}\right)\right| d z^{\prime}\right\}+U_{s} \tag{2.3}
\end{equation*}
$$

where $\bar{z}$ denotes the centroid of $\Sigma_{1}$ and is for now assumed to be arbitrary. The first symmetry could also have been considered, but since only streamwise symmetric solutions were found using (2.3), this was not attempted.

Three quantities of interest are the propagation velocity $U_{s}$ of the array, the kinetic energy of the fluid, and the momentum transport. They are needed to relate this model to the wake flow problem. Specifically, the following quantities are defined:

$$
\begin{equation*}
T=\frac{1}{2 l} \int_{-\infty}^{+\infty} \int_{-1 / 2}^{1 / 2}\left(u^{\prime 2}+v^{2}\right) d x d y, \quad D^{\prime}=-\frac{1}{2} \operatorname{Im} \int_{-i \infty}^{+i \infty}\left(u^{\prime}-i v\right)^{2} d z, \tag{2.4}
\end{equation*}
$$

where the contour integral in the expression for $D^{\prime}$ is along any contour from $y=-\infty$ to $y=+\infty$ which does not pass through a vortex. Here $T$ is the kinetic energy of the fluid per unit length (streamwise), $D^{\prime}$ is essentially the momentum flux of the fluid in the streamwise direction with the contribution from the vortices themselves omitted, and $u^{\prime}=u-U_{s}$ is the $x$ velocity relative to the free stream. Dimensionless values of these quantities are defined as follows:

$$
\begin{equation*}
\hat{U}_{s}(\alpha, \kappa)=\frac{l}{\Gamma} U_{s}, \quad \hat{T}(\alpha, \kappa)=\frac{l}{\Gamma^{2}} T, \quad \hat{D}^{\prime}(\alpha, \kappa)=\frac{l}{\Gamma^{2}} D^{\prime} . \tag{2.5}
\end{equation*}
$$

3. Numerical method. Two successful numerical schemes were employed to calculate the steady vortex shapes, one using Newton's method in a straightforward manner and the other using an ad hoc iterative scheme (Pierrehumbert and Widnall [8]). Only solutions for vortices symmetric in the streamwise direction were computed. The first numerical scheme allowed solutions lacking this symmetry, but none were found (although an exhaustive search was not conducted). For purposes of the calculations, $\Sigma_{1}$ was taken to be the vortex with centroid at the origin.

The condition that the vortex boundary be a streamline may be written:

$$
\begin{equation*}
\operatorname{Im}\left\{\frac{\partial z^{*}}{\partial s}(u+i v)\right\}=0 \tag{3.1}
\end{equation*}
$$

where the derivative is taken along the boundary. The boundary of $\Sigma_{1}$ is parameterized using polar coordinates:

$$
\begin{array}{ll}
z=R(\tilde{\vartheta}) e^{i \vartheta(\tilde{\vartheta})}, & 0 \leqq \tilde{\vartheta} \leqq 2 \pi \\
\boldsymbol{\vartheta}(\tilde{\boldsymbol{\vartheta}})=\vartheta_{0}+\tilde{\vartheta}-\delta \sin 2 \tilde{\vartheta}, & 0 \leqq \delta<\frac{1}{2}  \tag{3.2}\\
R(\tilde{\vartheta})=\frac{1}{2} a_{0}+\sum_{j=1}^{N}\left(a_{j} \cos j \tilde{\vartheta}+b_{j} \sin j \tilde{\vartheta}\right) . &
\end{array}
$$

Here $\vartheta_{0}, \delta$ are parameters which permit limited adjustment of the scaling of $\vartheta$ in regions of high curvature of the boundary, so as to improve the rate of convergence of the Fourier series for $R$.

Equation (3.1) is evaluated at uniformly spaced values of $\tilde{\vartheta}$ :

$$
\begin{equation*}
\tilde{\vartheta}=\tilde{\vartheta_{j}} \equiv \frac{2 \pi j}{2 N+1}, \quad j=0,1,2, \cdots, 2 N \tag{3.3}
\end{equation*}
$$

This gives $2 N+1$ equations for the $2 N+2$ unknowns $a_{0}, \cdots, a_{N}, b_{1}, \cdots, b_{N}, U_{s}$. An additional equation comes from fixing the size of the vortex, e.g.

$$
\begin{equation*}
R(\varphi)=\text { fixed } \tag{3.4}
\end{equation*}
$$

where $\varphi$ is some fixed angle. However, the resulting system is singular, because (3.1) is invariant to a translation of $z$. The specification is completed by fixing the centroid of the vortex at the origin, i.e.

$$
\begin{equation*}
\bar{x}+i \bar{y} \equiv \frac{1}{3 A} \int_{\Sigma_{1}} R^{3} e^{i \vartheta} d \vartheta=0 \tag{3.5}
\end{equation*}
$$

The resulting $2 N+4$ real equations for the $2 N+2$ unknowns are not independent and the problem is handled by using the trick (Chen and Saffman [1]) of solving (3.4) combined with the $2 N+1$ equations which arise from the discretization of

$$
\begin{equation*}
\operatorname{Im}\left\{\frac{\partial z^{*}}{\partial s}(u+i v)\right\}+f_{1}(\tilde{\vartheta}) \bar{x}+f_{2}(\tilde{\vartheta}) \bar{y}=0 \tag{3.6}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are more or less arbitrary nontrivial functions chosen to ensure that the Jacobian of the system is nonzero for the solutions that satisfy (3.5). The choice of $\tilde{\vartheta}$ and $\tilde{\boldsymbol{\vartheta}}^{2}$ respectively for $f_{1}$ and $f_{2}$ was found to be satisfactory. Also, the $\bar{z}$ appearing in (2.3) was dropped to simplify the equations slightly.

If $\delta=0$ then, as the limiting case of touching vortices (in each row) is approached, the curvature of $R$ with respect to $\vartheta$ becomes large near $\vartheta=0$ and $\vartheta=\pi$, and hence convergence of the series for $R$ becomes slow. For large $\kappa, \vartheta_{0}=0, \delta=0.4999$ were used, which concentrates mesh points in these regions of large curvature and hence smooths out $R$ as a function of $\tilde{\boldsymbol{\vartheta}}$. This procedure works well for roughly $\kappa>0.36$; below this point, the vortices are too irregularly shaped for this simple technique to be useful. To speed up some computations, $\boldsymbol{\vartheta}_{0}=-\pi / 2, \delta=0$ were used, and the vortices were assumed to be streamwise symmetric. In this case, the Fourier series for $R$ contains only the cosine terms, and hence the number of unknowns is reduced. Specifically, (3.6) is evaluated at the mesh points (3.3) for $j=1,2, \cdots, N$, and the
unknowns are $a_{0}, a_{1}, \cdots, a_{N-1}, U_{s}$; the remaining Fourier coefficients are taken to be zero.

Integrals for velocity, centroid, and area were evaluated using the trapezoidal rule, with care taken, in the former case, to preserve formal infinite order accuracy (see appendix A). Initial guesses for Newton's method were provided by using one Euler step to advance from the previous converged solution, starting with small vortices and gradually increasing the size by continuation in the parameter (3.4). However, convergence was observed to be insensitive to the initial guess. Accuracy was ensured by requiring that the highest order Fourier coefficients be sufficiently small, and by checking that increasing $N$ had sufficiently small effect on the results. Values of $N$ from 50 to 400 were found to be adequate for 5 -digit precision in the final results. Each iteration required roughly from 1 to 25 seconds using a CDC Cyber 203 computer ( 64 bit floating point).

The second numerical scheme is essentially a scalar approximation to Newton's method. Consider the variation of the stream-function $\psi$ along the boundary of the vortex at some intermediary stage in the calculation. It is assumed that most of the change in $\psi$ on the boundary due to a perturbation of the boundary comes from the fact that it is computed at a different point, rather than the fact that the flow field is changed. Again, a polar coordinate representation for the boundary is employed:

$$
\begin{equation*}
z(\tilde{\vartheta})=R(\tilde{\vartheta}) e^{i \vartheta(\tilde{\vartheta})}, \quad \vartheta(\tilde{\vartheta})=-\frac{\pi}{2}+\tilde{\vartheta}-\delta \sin 2 \tilde{\vartheta}, \tag{3.7}
\end{equation*}
$$

but here streamwise symmetry of each vortex is assumed ab initio, and the unknowns are taken to be $U_{s}$ and the values of $R$ at

$$
\begin{equation*}
\tilde{\vartheta}=\tilde{\vartheta}_{j} \equiv \frac{\pi j}{N}, \quad j=0,1,2, \cdots, N . \tag{3.8}
\end{equation*}
$$

The iteration performed can be written

$$
\begin{equation*}
R_{j}^{(n+1)}=R_{j}^{(n)}-\rho \frac{\psi_{j}^{(n)}-\psi_{0}^{(n)}}{\psi_{R, j}^{(n)}}, \quad j=1,2, \cdots, N \tag{3.9}
\end{equation*}
$$

The numerator of the quotient is obtained by integration of the velocity using the trapezoidal rule:

$$
\begin{equation*}
\psi_{j}^{(n)}-\psi_{j-1}^{(n)} \tag{3.10}
\end{equation*}
$$

$$
\approx \frac{\pi}{2 N}\left\{\left(\frac{\partial \psi}{\partial R}\right)_{j}^{(n)}\left(\frac{\partial R}{\partial \tilde{\vartheta}}\right)_{j}^{(n)}+\left(\frac{\partial \psi}{\partial \vartheta}\right)_{j}^{(n)}\left(\frac{\partial \vartheta}{\partial \tilde{\vartheta}}\right)_{j}^{(n)}+\left(\frac{\partial \psi}{\partial R}\right)_{j-1}^{(n)}\left(\frac{\partial R}{\partial \tilde{\vartheta}}\right)_{j-1}^{(n)}+\left(\frac{\partial \psi}{\partial \vartheta}\right)_{j-1}^{(n)}\left(\frac{\partial \vartheta}{\partial \tilde{\vartheta}}\right)_{j-1}^{(n)}\right\}
$$

and $\psi_{R} \equiv \partial \psi / \partial R$ is of course a velocity component. The relaxation factor $\rho$ is adjusted empirically for optimum convergence (typically $0.5 \leqq \rho \leqq 2$ ). Cycles of this iteration alternate with an update of $U_{s}$ :

$$
\begin{equation*}
U_{s}^{(n+1)}=U_{s}^{(n)}-\rho \frac{\nabla \psi^{(n)}}{y_{N}-y_{0}}, \tag{3.11}
\end{equation*}
$$

where $\nabla \psi^{(n)}$ is obtained by integrating $d \psi$ around the half revolution from $\tilde{\vartheta}_{0}$ to $\tilde{\vartheta}_{N}$. The velocity was calculated essentially as before (but see appendix A). As the final step of the iteration, the vortex is shifted in the $y$ direction to put the centroid at the origin, new values of $\boldsymbol{R}_{j}$ being computed via interpolation.

This method has apparent advantages over Newton's method, namely, its simplicity and its speed per iteration (the cost is $O\left(N^{2}\right)$ per iteration versus $O\left(N^{3}\right)$ for Newton's method). However, highly unpredictable dependence on the initial guess and poor convergence rate in some cases is the penalty. Convergence is geometric with observed convergence factor ranging from about 0.15 for very small vortices to about 0.85 for large vortices. The method failed entirely to converge for very large vortices with small $\kappa$. Furthermore, more points are required for the same accuracy as compared with the previous method. Instability is controlled by limiting the maximum value of $\rho$ and was not a difficulty. Values of $N$ ranging from 50 to 400 were found to be adequate. These calculations were performed using a DEC VAX11/780 computer (64 bit floating point).

The energy can be obtained by a single contour integral over the vortex boundary requiring $O(N)$ operations (see appendix B). The momentum integral was computed by applying the trapezoidal rule over a finite contour passing between two neighboring vortices, and extending to regions where the flow is essentially a uniform stream (the perturbation decays exponentially with $y$ ). Romberg integration was used to obtain sufficient accuracy for this calculation.
4. Circular vortex approximation. The vortices of small area for the exact problem are nearly circular, and for precisely circular vortices the propagation velocity, momentum transport and energy calculations can be done analytically. The former two calculations lead to the same result as for point vortices (Goldstein [3]), since the flow field outside a uniform circular vortex is identical to that of a point vortex of the same circulation. For $d=l / 2, \mu=\frac{1}{2}$,

$$
\begin{equation*}
U_{s}=\frac{\Gamma}{2 l} \tanh \frac{\pi h}{l}, \quad D^{\prime}=\frac{\Gamma^{2}}{2 \pi l}-\frac{\Gamma h}{l} U_{s} \tag{4.1}
\end{equation*}
$$

and the energy can be evaluated exactly by integration of the kinetic energy density:

$$
\begin{equation*}
T=\frac{\Gamma^{2}}{2 \pi l}\left[\log \left\{\left(\frac{l^{2}}{\pi A}\right)^{1 / 2} \cosh \frac{\pi h}{l}\right\}+\frac{1}{4}\right] \tag{4.2}
\end{equation*}
$$

Note that the circular vortex model loses physical validity when the vortices overlap, namely for $\alpha>\min \left\{(\pi / 4),(\pi / 4)\left(\kappa^{2}+\frac{1}{4}\right)\right\}$.
5. Results of the calculations. Figures $2-5$ show the calculated values of $\hat{U}_{s}, \hat{T}$, and $\hat{\boldsymbol{D}}^{\prime}$ for the exact problem, accompanied by the corresponding results for the circular vortex approximation. The curves were traced by using as continuation parameter the quantity $a$ which is the ratio of the $x$ semi-axis of the vortices to $l$. As is evident in Fig. 5, a solution of simultaneous maximum area and minimum energy exists for each $\kappa$ in accordance with Kelvin's variational principle for the steady states (Saffman and Szeto [10]). This limit is a contour in the ( $\kappa, \alpha$ ) plane, as depicted by curve 1 in Fig. 6. For roughly $\kappa>0.36$, further increase in $a$ results in a decrease in area and increase in energy, up to the point $a=0.5$, where the vortices in each row touch. This limiting case is depicted by curve 2 in Fig. 6. Thus, between curves 1 and 2 there are two different configurations for a given ( $\kappa, \alpha$ ). Presumably, the solution curves could be continued beyond $a=0.5$ by considering two adjacent distorted vortex layers in place of discrete vortices, but this was not done. Similar behavior has been observed for the linear vortex array, which in fact corresponds to the limit $\kappa \rightarrow \infty$ (Saffman and Szeto [10]). Quite different behavior was observed for $\kappa$ smaller than about 0.36 . In this case, the calculations indicate that the parameter $a$ approaches a limiting value less than 0.5 . To


Figs. 2-4. Values of $\hat{U}_{s}, \hat{D}^{\prime}$ and $\hat{T}$ for the fully infinite vortex array. Solid lines denote the calculated values for the exact problem and dashed lines denote the circular vortex approximation.


Fig. 5. Expanded plot of energy $\hat{T}$ versus area $\alpha$, showing the nonuniqueness, maximum area and minimum energy.
check that this phenomenon was not dependent on the choice of the horizontal semi-axis for continuation, the vertical semi-axes were also used as continuation parameters. In all cases, the numerical evidence indicates that as the vortex size increases, vortices in each row protrude between vortices in the other row, and the solutions branches terminate when vortices in opposite rows approach and finally meet. Here there is no turnaround in area or energy, but maximum area and minimum energy occur at the limiting point of the solution branch. This behavior is similar to that observed for a pair of counter-rotating vortices as studied by Pierrehumbert [7]. The calculations for $\kappa<0.36$ and for large area were costly, and an accurate calculation of the limiting case was not attempted. For this region, the corresponding segment of curve 1 in Fig. 6 should be regarded as a lower bound.


Fig. 6. A plot of the area $\alpha$ versus spacing ratio к plane. Curve 1 denotes the maximum area for a given spacing ratio. The segment corresponding to smaller $\kappa$ should be regarded as a lower bound. Above curve 2 , there are two solutions for a given pair ( $\alpha, \kappa$ ).

Presumably, there exists a critical value of $\kappa$ which divides the regions of the two types of limiting behavior. Due to cost limitations, it was not possible to determine accurately this critical value. However, it is believed to lie within the range from 0.35 to 0.365 .

A geometric observation of relevance is that for small areas and for $\kappa>0.36485$, the vortices are longer in the streamwise direction than in the transverse, and the converse for $\kappa$ less than this critical value. The exact dividing value for infinitesimal area is the solution to $\cosh ^{2} \pi \kappa=3$, which may be demonstrated using an elliptical vortex approximation (as has been applied to the linear vortex array; see Saffman and Szeto [10]). This is in good agreement with the numerically estimated large area critical value of $\kappa$ as discussed above, but there is no evidence to suggest that the large area critical value is precisely the infinitesimal area critical value.

Figures 7-13 are plots showing the vortex shapes and the velocity fields. The apparent good qualitative agreement with experimental observations (for example,


Fig. 7. $\kappa=0.1, \alpha=0.07948$.


Fig. 9. $\kappa=0.28055, \alpha=0.09382$.


Fig. 8. $\kappa=0.28055, \alpha=0.03011$.


Fig. 10. $\kappa=0.3, \alpha=0.07484$.


Fig. 11. $\kappa=0.3, \alpha=0.1409$.


Fig. 12. $\kappa=0.3, \alpha=0.2541$.


Fig. 13. $\kappa=0.4, \alpha=0.1188$.
Figs. 7-13. Plots of the vortex shapes and velocity field. Arrow length is proportional to the speed of the fluid at midpoint.

Davies [2]) seems to provide some justification for the assumptions implicit in the forthcoming application of this model to the wake behind bluff bodies and its stability.

Appendix A. Calculation of the velocity. To evaluate the integrals in (2.2) it is useful to write

$$
\begin{equation*}
\int_{\Sigma_{1}} \log \left|\sin \frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime}=\int_{0}^{2 \pi} \log \left|\sin \frac{\pi}{l}(z-Z)\right| \frac{d Z}{d \Theta} d \Theta \tag{A1}
\end{equation*}
$$

where $\left.Z \equiv z\right|_{\tilde{s}=\Theta}$ and $d Z / d \Theta$ can be determined from (3.2) as finite Fourier series in $\Theta$. Hence, the integrand is $2 \pi$-periodic, and the trapezoidal rule gives formally infinite order accuracy-provided that the integrand has infinitely many derivatives, i.e., that $z$
is not on the boundary of the vortex. Unfortunately, $z$ is on the boundary for one of the integrals when (3.6) is solved to obtain the vortex shapes.

To preserve accuracy in this case, the following trick is used (suggested by Dr. B. Fornberg):

$$
\begin{equation*}
\int \log \left|\sin \frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime}=\int \log \left|\frac{\sin \frac{\pi}{l}\left(z-z^{\prime}\right)}{\frac{\pi}{l}\left(z-z^{\prime}\right)}\right| d z^{\prime}+\int \log \left|\frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime} \tag{A2}
\end{equation*}
$$

The first integral presents no difficulties, and the second can be calculated as follows:

$$
\begin{aligned}
\int \log \left|\frac{\pi}{l}\left(z-z^{\prime}\right)\right| d z^{\prime} & =\int \log \frac{\pi}{l}\left(z-z^{\prime}\right) d z^{\prime}-\int \log \frac{z-z^{\prime}}{\left|z-z^{\prime}\right|} d z^{\prime} \\
& =-i \int \arg \left(z-z^{\prime}\right) d z^{\prime} \\
& =-i \int_{\tilde{\vartheta}}^{\tilde{\vartheta}+2 \pi} \arg (z-Z) \frac{d Z}{d \Theta} d \Theta \\
& =-i \int_{\tilde{\vartheta}}^{\tilde{\vartheta}+2 \pi}\left[\arg (z-Z)-\frac{1}{2} \Theta\right] \frac{d Z}{d \Theta} d \Theta-\frac{1}{2} i \int_{\tilde{\vartheta}}^{\tilde{\vartheta}+2 \pi} \Theta \frac{d Z}{d \Theta} d \Theta \\
& =-i \int_{\tilde{\vartheta}}^{\tilde{\vartheta}+2 \pi}\left\{\left[\arg (z-Z)-\frac{1}{2} \Theta\right] \frac{d Z}{d \Theta}-\frac{1}{2} Z\right\} d \Theta-i \pi z(\tilde{\vartheta}),
\end{aligned}
$$

where the arg function is taken so that the integrand is $2 \pi$-periodic.
For the second numerical scheme, $\boldsymbol{R}_{\vartheta}$ was approximated by a fourth order centered finite difference formula, and $z_{\vartheta}$ then obtained from this. Hence, the integrals were approximated to third order.

Appendix B. Energy calculation. The calculation of the kinetic energy for the infinite vortex street proceeds nearly identically as for the infinite linear array (Saffman and Szeto [10]). The result (with unit density) may be written

$$
\begin{equation*}
T=\frac{1}{4} \frac{\Gamma}{A} \int_{\Sigma_{1}} R^{2} \frac{\partial \psi}{\partial n} d s-\frac{\Gamma}{2 \pi} \int_{\Sigma_{1}} \chi \frac{\partial \psi}{\partial n} d s-\frac{1}{16} \frac{\Gamma^{2}}{A^{2}} \int_{0}^{2 \pi} R^{4} d \vartheta \tag{B1}
\end{equation*}
$$

Here $(R, \vartheta)$ are polar coordinates with origin at the centroid of the prime vortex, and $\chi$ is the integrand in (2.1) that gives the value of the stream function at the origin, after combining the integrals; that is,

$$
\begin{equation*}
\psi(0,0)=\frac{\Gamma}{2 \pi A} \iint_{\Sigma_{1}} \chi d A \tag{B2}
\end{equation*}
$$

The functional form of $\chi$ depends on the symmetry presumed to exist between the two rows of the street. The actual function that was used in these calculations is

$$
\begin{equation*}
\chi(z)=\log \left|\frac{\sin \frac{\pi}{l} z}{\sin \frac{\pi}{l}(z-d+i h)}\right| \tag{B3}
\end{equation*}
$$
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# SPECTRAL CALCULATIONS OF ONE-DIMENSIONAL INVISCID COMPRESSIBLE FLOWS* 
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#### Abstract

The extension of spectral methods to inviscid compressible flows is considered. Techniques for high resolution treatment of shocks and contact discontinuities are introduced. Model problems that demonstrate resolution of shocks and contact discontinuities over one effective grid interval are given.


Key words. spectral methods, shock waves, compressible flows, conservation laws, filtering

1. Introduction. Spectral methods [4] are based on representing the solution to a problem as a truncated series of smooth functions of the independent variables. They have been applied to the numerical simulation of a variety of viscous flows, including the numerical simulation of turbulence [15] and the numerical simulation of transition to turbulence [14] in incompressible fluids. It may seem that spectral methods are limited to problems where Fourier series are appropriate in rectangular geometries and spherical harmonic series are appropriate in spherical geometries. In these cases, smooth solutions can be represented as rapidly converging spectral series, leading to significant economies over discrete approximations that lead to finite difference methods.

Spectral methods have now developed as a useful tool in areas far removed from their original, and perhaps obvious, applications. Transform methods [10] have allowed their application to problems with general nonlinear and nonconstant coefficients. Orthogonal polynomial expansions [4] have expanded widely the kinds of boundary conditions amenable to spectral treatment. New extensions of the fast Fourier transform to nearly arbitrary Sturm-Liouville eigenfunction bases [11] may improve the efficiency of spectral methods based on exotic function bases. A fast, general iteration method has improved the efficiency of solving general spectral equations so that spectral solution of problems in general complicated geometries requires little more work than that required to solve the lowest-order finite-difference approximation to the problem in the complex geometry [12].

One kind of problem has not yet received much attention for treatment by spectral methods, namely, the approximation of discontinuous solutions by spectral methods. Some early partial results were encouraging. It was shown [13] that continuous solutions with discontinuous derivatives are well represented spectrally and that the accuracy advantages of spectral methods over finite difference methods survive for such solutions.

In the present paper, we provide an initial glimpse into the extension of spectral methods to treat discontinuous solutions with shocks and contact discontinuities. The

[^39]results are encouraging. It seems that spectral methods allow the resolution of shock fronts and contact discontinuities by shock-capturing techniques with only one grid interval across the discontinuity. Of course, spectral methods may also be used with shock-fitting techniques to represent a perfectly sharp discontinuity.
2. Linear hyperbolic problems. It has been shown [9] that by pre- and postprocessing discontinuous data it is possible to achieve high accuracy with spectral approximations to discontinuous solutions of linear problems.

A standard model problem [1] is given by the one-dimensional wave equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+\frac{\partial u(x, t)}{\partial x}=0, \tag{1}
\end{equation*}
$$

with periodic boundary conditions on the interval $0 \leqq x \leqq 2 \pi$. With nonsmooth initial data $u(x, 0)=f(x)$, the solution $u(x, t)=f(x-t)$ (extended periodically) is nonsmooth for all $t$ and a Fourier-spectral method should be expected to converge slowly. Nevertheless, results obtained by pseudospectral Fourier solution of (1) on a uniform grid are spectacular (at least in comparison with those obtained by such techniques as the flux-corrected transport (FCT) algorithm [1]). Of course, both the spectral and finite-difference results may be improved using adaptive mesh-refinement methods to improve resolution near discontinuities. In Fig. 1, the solution to (1) is plotted at $t=4 \pi$ (after two full propagation periods over the spatial domain) with $f(x)=$ $\exp \left(-(x-\pi)^{2} / 4 \Delta x^{2}\right)$, so the solution is a Gaussian with width $2 \Delta x$, where $\Delta x=2 \pi / 64$ is the effective grid resolution with 64 Fourier modes. The results plotted in Fig. 1 were obtained using a weak low-pass filter to pre- and post-process the results [see (24) below].


Fig. 1. A plot of the solution to the wave equation (1), with $f(x)=\exp \left(-(x-\pi)^{2} / 4 \Delta x^{2}\right)$ at $t=4 \pi$, when the initial pulse has been transported two full periods. A Fourier spectral method with $N=64$ modes and a weak low-pass filter was used. The plotted results are in excellent agreement with the exact solution $f(x-t)$, with a maximum pointwise error of about $2 \%$.

In Fig. 2, similar plots are given for the solution to (1) when $f(x)$ is a top-hat function. Here a stronger post-processing [see (22) below] was necessary to remove large oscillations, due to the Gibbs phenomenon, near the discontinuities. The particular post-processing does not appear to be too important for this problem; we used a one-sided average in the neighborhood of rapid changes of the solution. The


Fig. 2. Same as Fig. 1, except $f(x)=1\left(|x-\pi|<\frac{1}{2} \pi\right), O\left(|x-\pi|>\frac{1}{2} \pi\right)$. Here a one-sided average was used as a post-filter to remove the oscillations. Again the plotted results at $t=4 \pi$ are in excellent agreement with the exact solution $f(x-t)$.
motivation for this choice is similar to that of the FCT algorithm [1]. The results plotted in Figs. 1 and 2 are obtained using 64 Fourier modes, corresponding to 64 collocation points.
3. Compressible flow problems. In this section, we study the application of spectral methods to one-dimensional compressible flow problems. In § 7, we compare the results with those obtained by more conventional finite-difference methods. The one-dimensional Eulerian equations of motion in a finite shock tube are, in conservation form,

$$
\begin{gather*}
\frac{\partial \mathbf{w}}{\partial t}+\frac{\partial}{\partial x} \mathbf{F}(\mathbf{w})=0, \quad-1 \leqq x \leqq 1,  \tag{2}\\
\mathbf{w}=(\rho, m, E)^{T}, \quad \mathbf{F}(\mathbf{w})=u \mathbf{w}+(0, p, p u)^{T}, \tag{3}
\end{gather*}
$$

where $\rho$ is the mass density, $m$ is the momentum density, $E$ is the total energy density, $p$ is the pressure and $u=m / \rho$ is the velocity.

We assume the equation of state to be

$$
\begin{equation*}
p=(\gamma-1)\left[E-\frac{1}{2} \rho u^{2}\right] ; \tag{4}
\end{equation*}
$$

we usually take $\gamma=1.4$, as is appropriate for a diatomic gas.
For simple shock tube problems, that involve only constant states separated by shocks and contact discontinuities, there is no immediate need for high-order accurate numerical methods. However, for more complicated flow problems, especially in higher dimensions, where there may be interacting shocks, rarefaction waves or contact discontinuities, as well as the interaction of shocks with boundary layers and interfaces, it is necessary to have both high accuracy in the interior of the flow, in the boundary layers and near the interfaces, and good representations of discontinuities. From this point of view it seems appropriate to use the Chebyshev spectral method, since it provides both high interior accuracy and very high resolution in the boundary layer region [4].

We regard the classical simple shock tube problems as extremely severe tests of spectral methods. After all, spectral methods are designed to give good resolution of complicated flow structures distributed through the flow domain and, since they are
based on expansions in orthogonal functions, it would seem that isolated local jumps at shocks and contact discontinuities would be most inhospitable for them. On the other hand, it would seem that low-order finite-difference methods would be best for treating shock discontinuities because of their localized character. One of the important conclusions of this paper is that the accuracy (or rather, the resolution) advantages of spectral methods hold up in the neighborhood of shock discontinuities, not just in regions of smooth flows and boundary layers.

There are three ways to apply Chebyshev-spectral methods to these problems: namely, collocation, Galerkin, and tau approximations [4]. We choose to use the collocation (or pseudospectral) technique here for two reasons. First, collocation is the easiest and most efficient method to apply for complicated problems. Also, since collocation involves solving the equations in physical space rather than in transform space with transforms used only to evaluate derivatives, boundary conditions are also easier to apply.

Let us give a brief description of the collocation method. At each time step, we evaluate the components of $\mathbf{F}$ in (2) at the points

$$
\begin{equation*}
x_{j}=\cos \frac{\pi j}{N}, \quad 0 \leqq j \leqq N \tag{5}
\end{equation*}
$$

Next, the Chebyshev expansion coefficients $\mathbf{a}_{n}$ of $\mathbf{F}$ are found from

$$
\begin{equation*}
\mathbf{F}\left(x_{j}\right)=\sum_{n=0}^{N} \mathbf{a}_{n} T_{n}\left(x_{j}\right), \quad 0 \leqq j \leqq N, \tag{6}
\end{equation*}
$$

where $T_{n}(x)$ is the Chebyshev polynomial of degree $n$ defined by $T_{n}(x)=\cos \left(n \cos ^{-1} x\right)$. Since $T_{n}\left(x_{j}\right)=\cos (\pi j n / N)$ it follows that

$$
\begin{equation*}
\mathbf{a}_{n}=\frac{2}{N \bar{c}_{n}} \sum_{p=0}^{N} \frac{1}{\bar{c}_{p}} \mathbf{F}\left(x_{p}\right) \cos \frac{\pi p n}{N}, \quad 0 \leqq n \leqq N, \tag{7}
\end{equation*}
$$

where $\bar{c}_{0}=\bar{c}_{N}=2$ and $\bar{c}_{n}=1$ for $0<n<N$. Differentiating (6) gives

$$
\begin{equation*}
\left(\frac{\partial \mathbf{F}}{\partial x}\right)_{j}=\sum_{n=0}^{N} \mathbf{a}_{n} T_{n}^{\prime}=\sum_{n=0}^{N} \mathbf{s}_{n} T_{n}, \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{s}_{n}=\frac{2}{\bar{c}_{n}} \sum_{\substack{p=n+1 \\ p+n \text { odd }}}^{N} p \mathbf{a}_{p} \tag{9}
\end{equation*}
$$

Equations (7)-(8) are implemented using the fast Fourier transform. In order to avoid having to perform order $N^{2}$ operations to evaluate (9), we observe that $\mathbf{s}_{N}=0$, $\mathbf{s}_{N-1}=2 N \mathbf{a}_{N}$ and $\mathbf{s}_{n}(n \leqq N-2)$ satisfies the recurrence relation

$$
\begin{equation*}
\bar{c}_{n} \mathbf{s}_{n}=\mathbf{s}_{n+2}+2(n+1) \mathbf{a}_{n+1} \quad(n \leqq N-2) . \tag{10}
\end{equation*}
$$

Using (10), only $O(N)$ operations are necessary to obtain $\mathbf{s}_{n}$ from $\mathbf{a}_{n}$. Thus, using the fast Fourier transform, evaluation of $\partial \mathbf{F} / \partial x$ from $\mathbf{F}$ requires only order $N \log N$ operations.

It should be noted that the collocation points $x_{j}$ are crowded in the neighborhood of $x=1$ and $x=-1$. $\left[x_{1}\right.$ and $x_{N-1}$ are located at distances of $\pi^{2} / 2 N^{2}$ from $x=1,-1$, respectively.] For $N=128$, there are 40 points located in the interval $0.9<|x| \leqq 1$. This high boundary resolution can be of great value when boundary layers or interfaces are also present, but is wasteful for the simple test problems of the present paper.

Next, we describe some time marching techniques. Let us denote the discrete approximation for $\mathbf{w}$ at collocation point $x_{j}$ and time step $n \Delta t$ by $\mathbf{w}_{j}^{n}$, the discrete approximation for $\mathbf{F}$ by $\mathbf{F}_{j}^{n}$. Then we advance in time using the two-step (modified Euler) method:

$$
\begin{align*}
& \mathbf{w}_{j}^{n+1 / 2}=\mathbf{w}_{j}^{n}-\frac{1}{2} \Delta t\left(\frac{\partial \mathbf{F}}{\partial x}\right)_{j}^{n}  \tag{11}\\
& \mathbf{w}_{j}^{n+1}=\mathbf{w}_{j}^{n}-\Delta t\left(\frac{\partial \mathbf{F}}{\partial x}\right)_{j}^{n+1 / 2} \tag{12}
\end{align*}
$$

This scheme results in a linear stability condition of the form

$$
\begin{equation*}
\Delta t \leqq \frac{8}{N^{2} \max (|u|+c)}, \tag{13}
\end{equation*}
$$

where $c$ is the sound speed. This condition is very severe; indeed, using finite difference methods with $N$ points leads to stability restrictions like $\Delta t=O(1 / N)$. An alternative approach is given in [5] and [12] that avoids the latter difficulty. The approach described in [5] yields an unconditionally explicit stable scheme whereas that described in [12] involves a very efficient implicit technique.

In this paper, however, we present results gotten by using (11), (12). Application of the other time marching techniques will be given elsewhere.
4. Conservation properties of pseudospectral methods. In this section, we discuss the conservation properties of pseudospectral methods applied to a nonlinear system of equations. Consider

$$
\begin{equation*}
\frac{\partial \mathbf{w}}{\partial t}=\frac{\partial \mathbf{F}(\mathbf{w})}{\partial x}, \quad \mathbf{w}(x, 0)=\boldsymbol{\phi}(x) \tag{14}
\end{equation*}
$$

It is well known that, in general, no smooth solution can exist for all time. Instead, one seeks a weak solution defined by the requirement that the integral relation

$$
\begin{equation*}
\iint\left(\boldsymbol{\psi}_{t} \mathbf{w}-\boldsymbol{\psi}_{x} \mathbf{F}\right) d x d t+\int \boldsymbol{\psi}(x, 0) \boldsymbol{\phi}(x) d x=0 \tag{15}
\end{equation*}
$$

be specified for all smooth test vectors $\psi$ which vanish both for large $t$ and on the boundary of the domain.

It can be shown that, as a result of the integral relation (15), the weak solution must satisfy the Rankine-Hugoniot shock conditions. Assume now that (14) is spatially discretized by the pseudospectral Fourier method (see [4]). By this we mean that $\mathbf{w}_{N}(x, t)$ is defined as the trigonometric interpolant of $\mathbf{w}(x, t)$ at the points $x=$ $\pi j /(N+1)(j=0, \cdots, 2 N), \mathbf{F}_{N}(x, t)$, is defined as the interpolant of $\mathbf{F}$ at $x_{j}$ and one solves the $2 N+1$ vector equations

$$
\begin{equation*}
\frac{\partial \mathbf{w}_{N}}{\partial t}(x, t)=\frac{\partial \mathbf{F}_{N}}{\partial x}\left(x_{j}, t\right), \quad j=0, \cdots, 2 N . \tag{16}
\end{equation*}
$$

This discretization should be used only if the boundary conditions of (14) are periodic with period $2 \pi$.

Following Lax and Wendroff [8], we can prove
Theorem 1. Assume that as $N \rightarrow \infty, \mathbf{w}_{N}$ converges boundedly to some vector $\mathbf{w}$. Then $\mathbf{w}(x, t)$ is a weak solution of (14) with initial value $\phi$.

Proof. Let $\psi(x, t)$ be a periodic test function and let $\psi_{N}(x, t)$ be the interpolant of $\psi$ at $x=x_{j}$. Let $\phi_{N}(x)$ be the interpolant of the initial condition $\phi$ at the same points.

Multiplying (16) by $\psi_{N}\left(x_{j}\right)$ and summing, one gets

$$
\sum_{j=0}^{2 N} \psi_{N}\left(x_{j}, t\right) \frac{\partial \mathbf{w}_{N}}{\partial t}\left(x_{j}, t\right)=\sum_{j=0}^{2 N} \psi_{N}\left(x_{j}, t\right) \frac{\partial \mathbf{F}_{N}\left(\mathbf{w}_{N}\left(x_{j, t}\right)\right)}{\partial x}
$$

We interpret now the sums on both sides of this result in terms of the trapezoidal integration rule. Since $\psi_{N} w_{N}$ and $\psi_{N} F_{N}$ are trigonometric polynomials of degree $2 N$, the trapezoidal rule is exact (see [2]). Therefore, we obtain

$$
\int_{0}^{2 \pi} \boldsymbol{\psi}_{N}(x, t) \frac{\partial \mathbf{w}_{N}}{\partial t}(x, t) d x=\int_{0}^{2 \pi} \psi_{N}(x, t) \frac{\partial \mathbf{F}_{N}}{\partial x}(x, t) d x=-\int_{0}^{2 \pi} \mathbf{F}_{N}(x, t) \frac{\partial \boldsymbol{\psi}_{N}}{\partial x} d x
$$

We integrate now with respect to $t$ to get

$$
\int_{0}^{2 \pi} d x \int_{0}^{\infty} d t \psi_{N}(x, t) \frac{\partial \mathbf{w}_{N}}{\partial t}(x, t)+\int_{0}^{\infty} d t \int_{0}^{2 \pi} d x \mathbf{F}_{N}(x, t) \frac{\partial \psi_{N}}{\partial x}=0
$$

Integrating the left-hand side by parts and taking into account that $\psi_{N}(x, t) \rightarrow 0, t \rightarrow \infty$, we obtain

$$
-\int_{0}^{2 \pi} \boldsymbol{\psi}_{N}(x, 0) \mathbf{w}_{N}(x, 0) d x-\int_{0}^{2 \pi} \int_{0}^{\infty}\left[\mathbf{w}_{N}(x, t) \frac{\partial \boldsymbol{\psi}_{N}}{\partial t}(x, t)-\mathbf{F}_{N}(x, t) \frac{\partial \boldsymbol{\Psi}_{N}}{\partial x}(x, t)\right] d x d t=0
$$

or

$$
\int_{0}^{2 \pi} \boldsymbol{\psi}_{N}(x, 0) \boldsymbol{\phi}_{N}(x) d x+\int_{0}^{2 \pi} \int_{0}^{\infty}\left[\mathbf{w}_{N}(x, t) \frac{\partial \boldsymbol{\psi}_{N}}{\partial t}(x, t)-\mathbf{F}_{N}(x, t) \frac{\partial \boldsymbol{\psi}_{N}}{\partial x}(x, t)\right] d x d t=0
$$

Letting $N \rightarrow \infty$ completes the proof of the theorem.
Theorem 1 establishes the fact that the pseudospectral Fourier method applied to problems with shocks yields the correct shock speed. The following argument [7] asserts that this method can achieve resolution of shock discontinuities over one effective grid interval. If the numerical approximation $u_{\text {ap }}$ to an exact shock solution $u_{\text {ex }}$ over the interval $0 \leqq x<2 \pi$ is smeared over a distance $h$ near a shock of strength $U$ then

$$
\int_{0}^{2 \pi}\left(u_{\mathrm{ex}}-u_{\mathrm{ap}}\right)^{2} d x \geqslant \frac{h U^{2}}{3}
$$

where the constant $\frac{1}{3}$ obtains if the error $u_{\mathrm{ex}}-u_{\mathrm{ap}}$ varies linearly from 0 to $U$ over a distance $h / 2$. On the other hand, it is in principle possible that the first $N$ Fourier coefficients of $u_{\mathrm{ap}}$ in an $N$-term Fourier spectral calculation agree closely with those of $u_{\text {ex }}$. Since the $n$th Fourier coefficient $a_{n}$ of a shock solution on [ $0,2 \pi$ ] behaves asymptotically as $U / 2 \pi n$ as $n \rightarrow \infty$, it follows that

$$
\int_{0}^{2 \pi}\left(u_{\mathrm{ex}}-u_{\mathrm{ap}}\right)^{2} d x \leqq 2 \pi \sum_{|n| \geqq N / 2}\left|a_{n}\right|^{2} \sim \frac{2 U^{2}}{\pi N}
$$

Therefore, $h \leqslant 6 / \pi N$. Since the effective grid separation $\Delta$ is $2 \pi / N$, it follows that, optimally,

$$
h \leqslant \frac{\Delta}{3},
$$

or better than one grid interval resolution.

It is interesting to note that (16) implies that the components of $\mathbf{w}_{N}$ are conserved. In fact, summing up both sides of (16), one gets

$$
\sum_{j=0}^{2 N} \frac{\partial \mathbf{w}_{N}}{\partial t}\left(x_{j}, t\right)=\sum_{j=0}^{2 N} \frac{\partial \mathbf{F}_{N}}{\partial x}\left(x_{j}, t\right)
$$

By the same argument as before, one can replace the sums by integrals to get

$$
\frac{d}{d t} \int_{0}^{2 \pi} \mathbf{w}_{N}(x, t) d x=\int_{0}^{2 \pi} \frac{\partial \mathbf{F}_{N}}{\partial x}(x, t) d x=0 .
$$

Therefore

$$
\int_{0}^{2 \pi} \mathbf{w}_{N}(x, t) d x=\int_{0}^{2 \pi} \mathbf{w}_{N}(x, 0) d x
$$

For compressible flow problems, this shows that the mass, momentum, and energy are conserved.

We would like now to demonstrate that the same conservation properties that were established for the pseudospectral Fourier method hold also for the pseudospectral Chebyshev method. In analogy to Theorem 1, we can prove

Theorem 2. Let $\mathbf{w}_{N}$ and $\mathbf{F}_{N}$ be the pseudospectral Chebyshev approximation described in (5)-(10) to (14). Then if $\mathbf{w}_{N}$ converges to $\mathbf{w}$ and $\psi$ is a smooth test function such that $\Psi(-1, t)=\Psi(1, t)=0, \Psi(x, \infty)=0$ then $\mathbf{w}(x, t)$ is a weak solution of (14).

Proof. It is shown in [4, p. 15] that $\mathbf{w}_{N}$ satisfies exactly the equation

$$
\begin{equation*}
\frac{\partial \mathbf{w}_{N}}{\partial t}=\frac{\partial \mathbf{F}_{N}}{\partial x}+\boldsymbol{\tau}(t) U_{N-1}(x) P(x), \tag{17}
\end{equation*}
$$

where $U_{N-1}$ is the Chebyshev polynomial of the second kind so that $U_{N-1}\left(x_{i}\right)=0$ for $j=1, \cdots, N-1$ and $P(x)$ is a polynomial of degree 1 that corresponds to the boundary condition. More precisely, $P(x)=1-x$ when the boundary data is prescribed at $x=-1$, and $P(x)=1+x$ when the boundary data is prescribed at $x=+1$. Suppose $\psi_{N-3}$ is the interpolant of $\psi / \sqrt{1-x^{2}}$ at the points $x_{j}=\cos (\pi j /(N-3))(j=0, \cdots, N-3)$, then

$$
\begin{align*}
\int_{-1}^{1} \sqrt{1-x^{2}} \boldsymbol{\psi}_{N-3} \frac{\partial \mathbf{w}_{N}}{\partial t}(x, t)= & \int_{-1}^{1} \sqrt{1-x^{2}} \boldsymbol{\psi}_{N-3} \frac{\partial \mathbf{F}_{N}}{\partial x} \\
& +\boldsymbol{\tau} \int_{-1}^{1} U_{N-1} P(x) \boldsymbol{\psi}_{N-3} \sqrt{1-x^{2}} d x \tag{18}
\end{align*}
$$

Since $P(x) \Psi_{N-3}(x)$ is a polynomial of degree $N-2$, the last integral at the right-hand side of (18) vanishes.
The rest of the proof is similar to the proof of Theorem 1. Defining $\boldsymbol{\rho}_{N}=$ $\sqrt{1-x^{2}} \Psi_{N-3}$ and integrating, we obtain

$$
\int_{-1}^{1} \mathbf{w}_{N}(x, 0) \boldsymbol{\rho}_{N}(x, 0) d x+\int_{0}^{\infty} \int_{-1}^{1}\left(\mathbf{w}_{N} \frac{\partial \boldsymbol{\rho}_{N}}{\partial t}-\mathbf{F}_{N} \frac{\partial \boldsymbol{\rho}_{N}}{\partial x}\right) d x d t=0 .
$$

Since $\rho_{N} \rightarrow \psi$, uniformly, and the derivatives of $\rho_{N}$ converge similarly to the derivatives of $\psi$ and since $\mathbf{w}_{N} \rightarrow \mathbf{w}$, the proof is completed.

We are also able to show that the components of $\mathbf{w}$ are conserved. In fact, since

$$
\begin{equation*}
\frac{\partial \mathbf{w}_{N}}{\partial t}\left(x_{j}\right)=\frac{\partial \mathbf{F}_{N}}{\partial x}\left(x_{j}\right) \tag{19}
\end{equation*}
$$

for all interior points $x_{j}$, one can use the Clenshaw-Curtiss quadrature formula [2] to get

$$
\begin{gathered}
\sum_{j=0}^{N} \frac{\partial w_{N}}{\partial t}\left(x_{j}\right) \alpha_{j}=\int_{-1}^{1} \frac{\partial w_{N}}{\partial t} d x \\
\sum_{j=0}^{N} \frac{\partial F_{N}}{\partial x}\left(x_{j}\right) \alpha_{j}=\int_{-1}^{1} \frac{\partial F_{N}}{\partial x} d x-F_{N}(1)-F_{N}(-1),
\end{gathered}
$$

where

$$
\begin{aligned}
& \alpha_{j}=\alpha_{N-j}=\frac{4}{N} \sum_{k=0}^{N / 2} \frac{1}{1-4 k^{2}} \cos \frac{\pi j k}{N}, \\
& \alpha_{0}=\alpha_{N}=\frac{1}{N^{2}-1} .
\end{aligned}
$$

Therefore, (19) gives

$$
\frac{d}{d t} \int_{-1}^{1} \mathbf{w}_{N} d x=\boldsymbol{\sigma}
$$

where $\boldsymbol{\sigma}$ represents the contribution from the boundaries. In the case of homogeneous boundary conditions, where $\mathbf{w}_{N}$ and $\partial \mathbf{F}_{N} / \partial x$ both vanish at the boundaries so that $\boldsymbol{\sigma}=0$,

$$
\begin{equation*}
\int_{-1}^{1} \mathbf{w}_{N}(x, t) d x=\int_{-1}^{1} \mathbf{w}_{N}(x, 0) d x \tag{20}
\end{equation*}
$$

demonstrating conservation.
5. Boundary conditions. Boundary conditions play a crucial role in the application of spectral methods. Incorrect boundary treatment may give strong instabilities, in contrast to finite difference methods in which instabilities due to boundaries usually appear as relatively weak oscillations. On the other hand, as opposed to high-order finite-difference methods, spectral methods normally do not require numerical boundary conditions in addition to the physical boundary conditions required by the partial differential equation.

For shock tube problems, we must specify all the flow variables at supersonic inflow points, two flow variables at subsonic inflow points and one flow variable at subsonic outflow points. If we overspecify or underspecify the boundary conditions, spectral calculations are usually spectacularly unstable.

At subsonic outflow points, it is not satisfactory to specify arbitrarily any one of the flow variables $m, \rho, u$ or $E$. With arbitrary outflow boundary conditions, one can obtain oscillations that originate at the boundary. The outflow boundary conditions used here were obtained following the analysis given in [3]. We advance one time step without imposing the boundary conditions and denote the calculated quantities by $\mathbf{w}_{c}$. We observe that if $x=+1$ is a subsonic outflow point, the incoming characteristic quantity at $x=+1$ is $v_{1}=p-(\rho c) u$, whereas the outgoing characteristic quantities are $v_{2}=p+(\rho c) u, v_{3}=p-c^{2} \rho$. Let us assume that one flow variable is given on the inflow characteristic at $x=+1$. Then we solve the system

$$
\begin{equation*}
v_{2}=\left(v_{2}\right)_{c}, \quad v_{3}=\left(v_{3}\right)_{c} \tag{21}
\end{equation*}
$$

for the two remaining flow variables at $x=1$. This procedure yields a stable scheme with no oscillations emanating from the boundaries. In contrast to inflow-outflow
boundaries whose treatment is quite systematic by the above procedure, material boundaries evidently do require boundary conditions in addition to those required by the mathematical theory of characteristic initial value problems. At characteristic surfaces, like material boundaries, the specification of one flow variable, like $u=0$, should suffice. However, we find that it is necessary to supplement this boundary condition at only one characteristic boundary by one additional condition, like $p$ given. An analysis of these boundary conditions will be given elsewhere.
6. Smoothing and filtering. The approximation of discontinuous functions by truncated Chebyshev polynomial expansions exhibits large oscillations near jumps and has two point oscillations over the whole region [4]. Similar oscillations are observed when approximating shock waves in inviscid flows. These oscillations may induce instabilities in nonlinear problems since they can interact with the smooth part of the solution and be amplified. It is essential for stability reasons either to eliminate completely these oscillations or to control them in such a way that stability is not affected.

Several methods to achieve stable computations have been investigated including artificial viscosity, Shuman filtering and a new spectral filtering method to be described below. We will report results obtained by the latter two methods.

Shuman filtering involves applying the filter

$$
\begin{equation*}
\bar{w}_{j}^{n}=w_{j}^{n}+\theta_{j+1 / 2}\left(w_{j+1}^{n}-w_{j}^{n}\right)+\theta_{j-1 / 2}\left(w_{j}^{n}-w_{j-1}^{n}\right) . \tag{22}
\end{equation*}
$$

The idea is to choose smoothing factors $\theta_{j}$ that vanish in smooth parts of the solution and become large only in the neighborhood of discontinuities. Following Harten and Tal-Ezer [6], we choose

$$
\begin{equation*}
\theta_{i+1 / 2}=\beta \frac{\left|\rho_{i+2}-\rho_{i+1}-2\left(\rho_{j+1}-\rho_{j}\right)+\left(\rho_{j}-\rho_{i-1}\right)\right|}{\left|\rho_{i+2}-\rho_{i+1}\right|+2\left|\rho_{i+1}-\rho_{j}\right|+\left|\rho_{j}-\rho_{j-1}\right|}, \tag{23}
\end{equation*}
$$

where $0<\beta<1$ is a suitable constant. Typically, $\beta=0.01$ in our calculations.
A more intriguing kind of filtering is based on the following idea. If a low-pass spectral filter just strong enough to remove those high frequency waves that lead to numerical instabilities is applied to the inviscid compressible flow equations, the spectral equations will give bad oscillations near shock fronts and other discontinuities. However, as recently pointed out by Lax [7], these oscillatory solutions obtained by a high-order method like a spectral method should contain enough information to be able to reconstruct the proper nonoscillatory discontinuous solution by a postprocessing filter. The idea is that very weak filtering or damping to stabilize together with a final "cosmetic" filter to present the results should be able to give great improvements in resolution.

In practice, we use a low-pass filter for stabilizing purposes that is of the form

$$
f(k)= \begin{cases}1, & k<k_{0},  \tag{24}\\ e^{-\alpha\left(k-k_{0}\right)^{4}}, & k>k_{0}\end{cases}
$$

where $k$ is a spectral (wavenumber) index, $k_{0}$ depends on the strength of the shock and $\alpha$ is a constant of order 1 . For typical fluid dynamical shocks, we choose $k_{0} \sim \frac{5}{6} N$, where $N$ is the maximum wavenumber in the spectral representation of the flow. We have found that, for moderate shocks, the results are insensitive to the detailed form of (24). However, it is important that $f(k)$ be low-pass so $f(k)=1$ for $k<k_{0}$, because the large-scales are treated very accurately (without phase error) by the spectral method.

Finally, we explain how to post-process the numerical results to retrieve smoothed results with localized discontinuities from the noisy, but stable, calculations. Our method is to first determine the location of the discontinuities in the flow and then to apply a Shuman filter to smooth the data on either side of the discontinuities (without using data from the opposite side of the discontinuity in the smoothing process). The key to the success of this procedure is the apparent ability of the spectral results to preserve information on the precise location of discontinuities. Similar post-processing methods do not work so well on finite-difference results because, in such calculations, the shock position does not seem to be localized within one grid interval.

The results obtained by this procedure of pre- and post-processing the results are not very sensitive to details of the procedure (e.g., $\alpha$ and $k_{0}$ in (24)), provided the filtration is strong enough to remove instabilities. At the present time, precise stability bounds for $\alpha$ and $k_{0}$ are not known.

The location of discontinuities is found by an examination of the spectral coefficients. One may assume that the smooth part of the solution is well represented by the first few coefficients, while the leading behavior of the high-order coefficients is generated by the discontinuities. As a rule of thumb, we examine the middle third of the coefficients, since the highest third may be unreliable due to the stabilizing smoothing.

The expansion coefficients $a_{k}$ should be fit by an expression of the form

$$
\begin{equation*}
a_{k}=\sum_{s=1}^{S} B_{s} A_{k}\left(X_{s}\right), \quad \frac{N}{3} \leqq k \lesssim \frac{2 N}{3} \tag{25}
\end{equation*}
$$

where $S$ is the number of shocks, $A_{k}(X)$ is the spectral coefficient of a Heaviside function with a jump at $X$ and $B_{s}, X_{s}$ are the intensities and locations, respectively, of the various shocks.

In our case (Chebyshev collocation), it may be readily verified that

$$
\begin{aligned}
& A_{k}(X)=\frac{1}{N} \frac{\sin \frac{k \pi}{N}(L+1 / 2)}{\sin \frac{k \pi}{2 N}}, \quad 0<k<N \\
& A_{0}(X)=\frac{L+1 / 2}{N} \\
& A_{N}(X)=\frac{1}{2 N} \sin \pi\left(L+\frac{1}{2}\right)
\end{aligned}
$$

with $L$ an integer related to $X$ by

$$
\begin{equation*}
\cos \frac{(L+1) \pi}{N}<X<\cos \frac{L \pi}{N} . \tag{27}
\end{equation*}
$$

The solution of (25) for $B_{s}, X_{s}$ proceeds as follows. First, we rewrite (25) in the form

$$
N a_{k} \sin \frac{k \pi}{2 N} \stackrel{\text { def }}{=} \tilde{a}_{k}=\sum_{s=1}^{S} B_{s} \sin \left(k \omega_{s}\right),
$$

with $\omega_{s}=\left(L\left(X_{s}\right)+\frac{1}{2}\right)(\pi / N)$. Now note that a sequence $b_{k}=\sin k \omega$ satisfies the identity

$$
\frac{b_{k-1}+b_{k+1}}{2} \stackrel{\text { def }}{=}(\Omega b)_{k}=\cos \omega b_{k} .
$$

Therefore, the values $\omega_{s}$ are simply related to the eigenvalues of the summation operator $\Omega$. They may be computed independently of $B_{s}$; the jump magnitudes are found after the $\omega_{s}$ are determined, by a least squares procedure.

We applied this algorithm to the test case of several Heaviside functions added to a smooth background, such as $e^{x}$. Shock locations are recovered exactly. They are assigned to the nearest "midpoint" by (27). With $N=64$, the predicted shock intensities are correct within a few percent for as many as 7 shocks. Moreover, when more shocks are sought than are actually present, some $\omega_{s}$ become imaginary, which serves as a useful check.

When actual computational data are input to the "shock locator" program described above, several jumps may be identified (of course, with the number of shocks not specified beforehand). One may then proceed in different ways:
a) Smooth between the shock locations, using one-sided smoothing at the shocks.
b) Subtract the sum of Heaviside functions and smooth the result in physical space (e.g., using a Shuman filter).
c) Subtract the coefficients of the Heaviside functions found, and smooth in the coefficient space (e.g., by deleting high order coefficients).
Of these, method a) seems the most robust, as it needs no values for the actual shock intensities. In computer experiments, all three methods perform comparably.

There are many fine adjustments that have to be made on the general algorithm to obtain the best results. On wildly oscillatory data, one may obtain spurious shocks due to large differences from "point to point"; sometimes, since several such oscillations are interpreted as shocks, the algorithm errs simply because $S$ is too large. We are investigating some ways of avoiding spurious shocks: namely, imposing an entropy condition, ignoring shocks of low intensity, weighting the coefficients or data, and iterating the smoothing procedure. There is not yet an approach which will solve all hard problems, although reasonably good results are not hard to obtain.
7. Numerical results. The first model problem is a shock tube problem with a diatomic gas ( $\gamma=1.4$ ), satisfying supersonic inflow at $x=-1$ and subsonic outflow at $x=+1$. The initial conditions are

$$
\begin{equation*}
p=\rho_{1}, \quad \rho=\rho_{1}, \quad u=u_{1}, \quad-1<x \leqq 1, \tag{28}
\end{equation*}
$$

while the conditions applied at the inflow point $x=-1$ are

$$
\begin{equation*}
p=p_{2}, \quad \rho=r\left(\xi, \rho_{1}\right), \quad u=\bar{u}\left(\xi, \rho_{1}, p_{1}, u_{1}\right), \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
r\left(\xi, \rho_{1}\right)=\frac{1+6 \xi}{\xi+6} \rho_{1}, \bar{u}\left(\xi, \rho_{1}, p_{1}, u_{1}\right)=u_{1}-5 \frac{(\xi-1)}{\sqrt{42 \xi+7}} \sqrt{\frac{p_{1}}{\rho_{1}}}, \tag{30}
\end{equation*}
$$

and $\xi=p_{2} / p_{1}$ is the strength of the resulting shock. With these initial and boundary conditions, a pure shock propagates from $x=-1$ toward $x=+1$ at a speed

$$
\begin{equation*}
v_{s}=u_{1}+\sqrt{\frac{p_{1}+6 p_{2}}{7 \rho_{1}}} \tag{31}
\end{equation*}
$$

In Fig. 3, we plot the density structure of the resulting shock wave at $t=0.1$ determined by the Chebyshev spectral method with $N=64$ polynomials, $\xi=5$ in (28)-(31), and $p_{1}=\rho_{1}=u_{1}=1$. The exact pressure jump across this shock wave is 5 and the density jump is 2.81818 . The shock speed is 3.48997 . In these calculations the low-pass filter (24) is applied every time step and the final results are cosmetically


Fig. 3. A plot of the density $\rho$ vs $x$ for the shock tube problem with initial conditions (28)-(29) with shock strength $\xi=5$ at $t=0.1$, obtained using the pseudospectral method with $N=64$ Chebyshev polynomials. (a) Results obtained applying the low-pass filter (24) at every time step. (b) Results obtained by applying the post-processing Shuman filter (22) with constant $\theta_{j}$ (except one-sided at the shock) to the results plotted in (a). (c) Results obtained using a Shuman filter (22) with (23) [with no low-pass filter] at every time step.
filtered by a one-sided Shuman filter (22) with constant $\theta_{j}$, replaced by one-sided smoothing at shocks. Also, we plot in Fig. 3 the results obtained using a localized Shuman filter (22) with (23) at every time step. The latter result is similar to results obtained using a von Neumann-Richtmyer artificial viscosity. Observe that the cosmetically filtered results yield a one-point shock while the localized Shuman filter yields a three-point shock. Similar results are obtained applying the localized Shuman filter only every 100 steps or so.


Fig. 4. Same as Fig. 3, except $\xi=10^{4}, t=0.005$.

In Fig. 4, we give a similar plot of the density across a strong shock with $\xi=10^{4}$ at $t=0.005$. Here the density jump is 5.9965. The results plotted in Figs. 3 and 4 demonstrate that our methods achieve high resolution shocks without significant oscillations.

The second model problem is a shock tube problem with $x= \pm 1$ as material boundaries. The initial conditions at $t=0$ are

$$
\begin{align*}
& p= \begin{cases}1.0, & x<0, \\
0.55, & x=0, \\
0.1, & x>0,\end{cases}  \tag{32}\\
& \rho= \begin{cases}1.0, & x<0, \\
0.5625, & x=0, \\
0.125, & x>0,\end{cases} \\
& u=0,
\end{align*}
$$

while the boundary conditions are

$$
\begin{array}{ll}
u=0, & x \pm 1, \\
\rho=1, & x=-1 . \tag{33}
\end{array}
$$

For moderate $t$, the solution to this problem consists of one shock, one contact discontinuity and a rarefaction wave.

A variety of difference methods for solution of the flow that evolves from (32)-(33) have been compared by Sod [16]. We have solved this problem using the spectral filtering method with $N=64$ Chebyshev polynomials to represent the flow (in contrast to Sod's 100 point grid). The results are plotted in Fig. 5 at $t=0.3$. Both the shock and contact discontinuity are resolved over only one grid point. The overall solution is in


Fig. 5. Plots of the density, pressure, velocity, and energy at $t=0.3$ for the shock tube problem with initial-boundary conditions (32)-(33). The Chebyshev spectral equations weve truncated at $N=64$ polynomials, and the spectral filtering method was applied to smooth the final results.
good agreement with the exact solution to the problem. However, without the "cosmetic" final filter, the results are highly oscillatory. Evidently, the highly oscillatory, but stable, spectral solutions do contain enough information to reconstruct sharp discontinuities.

Finally, we consider a problem in which we test for possible degrading of the solution due to the nonlinear interaction between oscillations arising from interacting shock waves. The initial conditions are

$$
\begin{align*}
& p=\rho=u=1, \quad-0.9<x \leqq 1, \\
& p=2, \quad \rho=r(2,1), \quad u=\bar{u}(2,1,1,1), \quad-1<x \leqq-0.9,  \tag{34}\\
& p=5, \quad \rho=r(2.5, r(2,1)), \quad u=\bar{u}(2.5, r(2,1), 2, \bar{u}(2,1,1,1)), \quad x=-1 .
\end{align*}
$$

These initial conditions correspond to a $\xi=2.5$ shock lying a distance 0.1 behind a $\xi=2$ shock. The stronger shock overtakes the weaker shock and generates a single coalesced shock and associated contact discontinuities and rarefaction wave. The resulting density at $t=0.4$ after shock coalescence is plotted in Fig. 6. Observe that the cosmetic filtering method gives good resolution of both the shock and the contact


Fig. 6. A plot of the density $\rho$ vs $x$ for the two-shock problem with initial conditions (34). Here, a $\xi=2.5$ shock lies initially a distance 0.1 behind a $\xi=2$ shock. The density is plotted at $t=0.4$ after shock coalescence. (a) Low-pass filter (24) only. (b) Post-processing filter (22) with constant $\theta_{i}$ (except one-sided at calculated discontinuities) applied to the results of (a). (c) Shuman filter (22) with (23) at every time step.
discontinuity while the localized Shuman filtering method deteriorates in the neighborhood of the contact.

In conclusion, we believe that the excellent results achieved by the present initial investigation of spectral methods for highly compressible flows suggests that these methods may prove useful for problems of practical interest. Such applications are now underway.
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# EXACT EXTENSION TO THE INFINITE DOMAIN FOR THE VORTEX-IN-CELL METHOD* 
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#### Abstract

The three-dimensional vortex-in-cell method has been extended to allow for the numerical simulation of plane layers of vortical fluid bounded on each side by a semi-infinite domain of unsteady potential flow. Exact boundary conditions for Poisson's equation for the velocity field were derived for the computational domain enclosing all vorticity-containing fluid. A variational principle with quadratic spline basis functions was used to derive the finite pentadiagonal systems that discretize the differential equations.
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1. Introduction. In this paper, we present an extension of the three-dimensional vortex-in-cell (VIC) method [2] that allows for the simulation of unbounded incompressible flows with exact boundary conditions in the direction normal to the flow. As before, the vorticity field is represented by a set of vortex filaments which move under the influence of the velocity field that these filaments create. Consequently, sharp gradients of vorticity can be tracked accurately and not diffused by numerical effects. To treat a large number of filaments at a reasonable computer cost, the velocity field is not calculated directly by the Biot-Savart law of interaction [4] but by creating a mesh record of the vorticity field using best fit quadratic spline interpolation, then integrating a Poisson's equation to generate a mesh record of the velocity field. The VIC method has been tested on fully periodic flows and no undesirable grid effects or numerical instabilities were found [2]. Excellent comparisons were achieved with a spectral method calculation of the inviscid Taylor-Green problem [1] and with a pure Lagrangian computation of the propagation of a periodic system of vortex rings [2]. In the present work, Fourier transformation, which imposes periodic boundary conditions, is used only in the streamwise and spanwise directions $x$ and $z$. This leads to a system of uncoupled second order ODE's in the normal direction $y$ for each Fourier component of the velocity field. As discussed in the next section, discretization of each ODE produces an infinite pentadiagonal system which is then transformed into an equivalent finite pentadiagonal system. The solution is demonstrated to be invariant (within roundoff) to translations in the $y$-direction as long as the vorticity remains within the computational domain.
2. Fundamentals. We assume an unbounded incompressible flow where the vorticity field, $\boldsymbol{\omega}=\nabla \times \mathbf{v}$, consists of a collection of vortex filaments with Gaussian cross-section. This field at time $t$ may be represented as follows [2]:

$$
\begin{equation*}
\omega(\mathbf{r})=\sum_{i} \Gamma_{i} \oint G\left(\mathbf{r}-\mathbf{r}_{i}(\xi)\right) \frac{\partial \mathbf{r}_{i}}{\partial \xi} d \xi \tag{1}
\end{equation*}
$$

where $\xi$ is a parameter which traces each filament along its length, $\mathbf{r}_{i}(\xi)$ are the space curves describing the filaments with circulations $\Gamma_{i}$, and $G$ indicates the Gaussian profile of the filaments. The summation is over individual vortex filaments. The governing

[^40]dynamic equation for the vorticity in these filaments is
$$
\frac{D \omega}{D t}=\omega \cdot \nabla \mathbf{v}+\nu \nabla^{2} \omega
$$
where $\nu$ is the kinematic viscosity and the velocity field $v$ is determined kinematically from
\[

$$
\begin{equation*}
\nabla^{2} \boldsymbol{v}=-\nabla \times \boldsymbol{\omega} \tag{2}
\end{equation*}
$$

\]

The motion of the vortex filaments is given by the velocity field averaged over the core of the filaments, or

$$
\begin{equation*}
\frac{\partial \mathbf{r}_{i}(\xi)}{\partial t}=\mathbf{u}\left(\mathbf{r}_{i}\right) \tag{3a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\iiint G\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mathbf{v}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{3b}
\end{equation*}
$$

Note that the computed scales of motion are assumed to be essentially inviscid. Any viscous or subgrid scale dissipation effects are modeled through the filter function $G$.
3. Vorticity distribution. As a first step towards solving Poisson's equation (2) on a fixed mesh we must create a mesh record of the vorticity field starting from the Lagrangian representation (1). We follow the procedure of our previous paper [2] of discretizing the vortex filaments and distributing the results onto the mesh.

Assume the vorticity field in each periodic domain is produced by a single filament of circulation $\Gamma$ whose space curve $\mathbf{r}(\xi)$ is approximated by piecewise linear sections between $m$ consecutive node points $\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{m}$. From (1) the approximate vorticity field is then

$$
\begin{equation*}
\boldsymbol{\omega}(\mathbf{r})=\Gamma \sum_{j=1}^{m}\left(\mathbf{r}_{j}-\mathbf{r}_{j-1} \frac{1}{2}\left[G\left(\mathbf{r}-\mathbf{r}_{j}^{+}\right)+G\left(\mathbf{r}-\mathbf{r}_{j}^{-}\right)\right]\right. \tag{4}
\end{equation*}
$$

where $\mathbf{r}_{0}=\mathbf{r}_{m}$ and where we have assumed two-point Gauss-Legendre quadrature to integrate over each linear section. The quadrature points are given by

$$
\mathbf{r}_{i}^{ \pm}=\frac{1}{2}\left[\left(1 \pm \sqrt{\frac{1}{3}}\right) \mathbf{r}_{j}+\left(1 \mp \sqrt{\frac{1}{3}}\right) \mathbf{r}_{j-1}\right] .
$$

Rather than using (4) to obtain the vorticity at each mesh point, we use quadratic spline weighting to the nearest 27 grid points ( 3 in each direction). This procedure improves computational efficiency and also insures conservation of $\int \omega d \mathbf{V}$ for each linear section of the filament. On the other hand, this method of distributing vorticity onto the mesh implicitly involves its own characteristic filter. Therefore a correction must be applied to yield the effect of the desired filter function $G(\mathbf{r})$. In the two spatial directions, $x$ and $z$, where Fourier transforms are used, this correction is derived as follows [1]. In the $x$-direction, for example, the Fourier transform of the filter functions in (4) produces the factors $\exp \left(i k_{x} x_{j}^{ \pm}\right) \hat{G}\left(k_{x}\right)$, where $\hat{G}\left(k_{x}\right)$, as mentioned earlier, is taken to be a component of the spherically symmetric Gaussian function, that is $\hat{G}\left(k_{x}\right)=\exp \left(-k_{x}^{2} \sigma^{2} / 4\right)$. The phase factor $\exp \left(i k_{x} x_{i}^{ \pm}\right)$can be approximated in terms of quadratic splines as

$$
\begin{equation*}
\exp \left(i k_{x} x_{j}^{ \pm}\right) \approx S\left(k_{x}\right) \sum_{l=-N_{x} / 2+1}^{N_{x} / 2} \phi_{l}\left(x_{j}^{ \pm}\right) \exp \left(i k_{x} l\right) \tag{5}
\end{equation*}
$$

where $N_{x}$ is the number of mesh points in $x$ for each period and the $\phi_{l}$ are the quadratic
spline basis functions given by

$$
\phi_{l}(x)= \begin{cases}\frac{1}{2}\left(\frac{3}{2}+\frac{x}{h}-l\right)^{2}, & l-\frac{3}{2} \leqq \frac{x}{h} \leqq l-\frac{1}{2},  \tag{6}\\ \frac{3}{4}-\left(\frac{x}{h}-l\right)^{2}, & l-\frac{1}{2} \leqq \frac{x}{h} \leqq l+\frac{1}{2}, \\ \frac{1}{2}\left(\frac{3}{2}-\frac{x}{h}+l\right)^{2}, & l+\frac{1}{2} \leqq \frac{x}{h} \leqq l+\frac{3}{2}, \\ 0, & \text { elsewhere. }\end{cases}
$$

The mesh spacing $h=1$. Note that the sum in (5) reduces to contributions from the three mesh points nearest to $x_{j}^{ \pm}$. The function $S\left(k_{x}\right)$ is chosen to minimize the rms error of the approximation of all positions $x_{j}^{ \pm}$between mesh points [1] and is found to be

$$
\begin{equation*}
S\left(k_{x}\right)=\left(\frac{2}{k_{x}} \sin \frac{k_{x}}{2}\right)^{3} / D\left(k_{x}\right), \tag{7a}
\end{equation*}
$$

where

$$
\begin{equation*}
D\left(k_{x}\right)=1-\sin ^{2} \frac{k_{x}}{2}+\frac{2}{15} \sin ^{4} \frac{k_{x}}{2} . \tag{7b}
\end{equation*}
$$

Thus in $k$-space, the correction amounts to multiplication of the transformed vorticity field by $\boldsymbol{S}(k) \hat{\boldsymbol{G}}(k)$ for each of the two periodic directions. Before the inverse transformation is performed to determine the filament velocity $\mathbf{u}(\mathbf{r})$, we again multiply by $S(k) \hat{G}(k)$ for each periodic direction. The resulting factor $\hat{G}^{2}(k)$ corresponds to the filtering operations of (1) and (3b) and the consecutive multiplications by $S(k)$ yield respectively the best-fit quadratic spline coefficients of $\boldsymbol{\omega}$ and $\mathbf{u}$ at the mesh points rather than the values of $\omega$ and $\mathbf{u}$.

In the $y$-direction normal to the flow, we use finite element approximations for $\omega$ and $\mathbf{u}$ in terms of quadratic spline functions, as we will describe in the next section. Thus a quadrature point $y^{\prime}$ yields a contribution to the vorticity field at $y$ given by

$$
\begin{equation*}
H\left(y, y^{\prime}\right)=\sum_{l=-\infty}^{\infty} \phi_{l}(y) \phi_{l}\left(y^{\prime}\right) . \tag{8}
\end{equation*}
$$

Again we want to eliminate the effect of the filter $H$ and impose $G$. Fourier transformation of (8) over the infinite $y^{\prime}$ domain gives

$$
\int_{-\infty}^{\infty} H\left(y, y^{\prime}\right) \exp \left(i k_{y} y^{\prime}\right) d y^{\prime}=\sum_{l} \phi_{l}(y) \hat{\phi}\left(k_{y}\right) \exp \left(i k_{y} l\right),
$$

where $\hat{\phi}=\left(\left(2 / k_{y}\right) \sin \left(k_{y} / 2\right)\right)^{3}$. Using the approximation (5), we find

$$
\int_{-\infty}^{\infty} H\left(y, y^{\prime}\right) \exp \left(i k_{y} y^{\prime}\right) d y^{\prime} \approx \frac{\hat{\phi}\left(k_{y}\right)}{S\left(k_{y}\right)} \exp \left(i k_{y} y\right)
$$

or

$$
\int_{-\infty}^{\infty} H\left(y, y^{\prime}\right) \exp \left(i k_{y}\left(y^{\prime}-y\right)\right) d y^{\prime} \approx D\left(k_{y}\right) .
$$

Therefore, consistent with the approximation (5), we find that $H$ is approximately a
difference kernel

$$
H\left(y, y^{\prime}\right) \approx H\left(y-y^{\prime}\right)
$$

whose Fourier transform is $D\left(k_{y}\right)$. The $k$-space representation of the correction for the $y$-direction is then $\hat{G}^{2}\left(k_{y}\right) / D\left(k_{y}\right)$. Finally, since

$$
\begin{equation*}
\hat{G}^{2}\left(k_{y}\right) / D\left(k_{y}\right) \approx 1-\left(\frac{\sigma^{2}}{2}-\frac{1}{4}\right) k_{y}^{2} \tag{9a}
\end{equation*}
$$

for small $k_{y}$, we can approximate this correction by the differential operator $1+$ $b \partial^{2} / \partial y^{2}$, where

$$
\begin{equation*}
b=\frac{\sigma^{2}}{2}-\frac{1}{4} \tag{9b}
\end{equation*}
$$

4. Variational principle. Following the analysis of the previous section where we use FFT's in the streamwise $x$-direction and the spanwise $z$-direction, Poisson's equation (2) becomes

$$
\begin{equation*}
\frac{\partial^{2} \mathbf{u}}{\partial y^{2}}\left(k_{x}, y, k_{z}\right)-c \mathbf{u}\left(k_{x}, y, k_{z}\right)=-\left(1+b \frac{\partial^{2}}{\partial y^{2}}\right) \mathbf{L} \boldsymbol{\omega}\left(k_{x}, y, k_{z}\right), \tag{10}
\end{equation*}
$$

where $c=k_{x}^{2}+k_{z}^{2}$ and $\mathbf{L}$ is the linear operator defined by

$$
\begin{equation*}
\mathbf{L} \boldsymbol{\omega}=\left(\frac{\partial \omega_{z}}{\partial y}-i k_{z} \omega_{y}\right) \mathbf{e}_{x}+\left(i k_{z} \omega_{x}-i k_{x} \omega_{z}\right) \mathbf{e}_{y}+\left(i k_{x} \omega_{y}-\frac{\partial \omega_{x}}{\partial y}\right) \mathbf{e}_{z} . \tag{11}
\end{equation*}
$$

$\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}$ are the unit vectors and $i \equiv \sqrt{-1}$. Note also that, from now on, $\mathbf{u}$ and $\omega$ stand for the bi-transformed fields in $x$ and $z$. Through a variational principle derivation, it is easy to show that (10) is the necessary condition for the integral

$$
\begin{equation*}
I(\mathbf{u})=\int \frac{1}{2}\left[\left(\frac{\partial \mathbf{u}}{\partial y}\right)^{2}+c \mathbf{u}^{2}-2 \mathbf{u}\left(1+b \frac{\partial^{2}}{\partial y^{2}}\right) \mathbf{L} \omega\right] d y \tag{12}
\end{equation*}
$$

to be a minimum. A finite element approximation of the solution $u$ in the $y$-direction can be obtained by using the piecewise quadratic spline functions that interpolate the fields from and onto the mesh. The approximate vorticity and velocity fields are then of the form

$$
\begin{aligned}
& \omega\left(k_{x}, y, k_{z}\right)=\sum_{l=-\infty}^{\infty} \omega_{l}\left(k_{x}, k_{z}\right) \phi_{l}(y), \\
& \mathbf{u}\left(k_{x}, y, k_{z}\right)=\sum_{l=-\infty}^{\infty} \mathbf{u}_{l}\left(k_{x}, k_{z}\right) \phi_{l}(y),
\end{aligned}
$$

where $\omega_{l}$ and $\mathbf{u}_{l}$ are the spline coefficients obtained at the mesh points $y_{l}$ and the $\phi_{l}$ are the basis functions defined by (6). Considering, for example, the $x$-component of the fields, the stationary value to the functional $I$ is given by

$$
\frac{\partial}{\partial u_{j}} I\left(\sum_{l=-\infty}^{\infty} u_{l} \phi_{l}(y)\right)=0, \quad-\infty<j<\infty,
$$

leading to

$$
\begin{aligned}
\sum_{l=-\infty}^{\infty} u_{l} \int & {\left[\left(\frac{\partial \phi_{l}}{\partial y}\right)\left(\frac{\partial \phi_{j}}{\partial y}\right)+c \phi_{l} \phi_{j}\right] d y } \\
& =\sum_{l=-\infty}^{\infty}\left[\omega_{z l} \int \phi_{j}\left(\frac{\partial \phi_{l}}{\partial y}+b \frac{\partial^{3} \phi_{l}}{\partial y^{3}}\right) d y-i k_{z} \omega_{y l} \int \phi_{j}\left(\phi_{l}+b \frac{\partial^{2} \phi_{l}}{\partial y^{2}}\right) d y\right] .
\end{aligned}
$$

Straightforward evaluation of the integrals yields the equation

$$
\begin{aligned}
\alpha\left(u_{j+2}\right. & \left.+u_{j-2}\right)+\beta\left(u_{j+1}+u_{j-1}\right)+\gamma u_{j} \\
= & \left(\frac{5}{12}-b\right)\left(\omega_{z j+1}-\omega_{z j-1}\right)+\left(\frac{1}{24}+\frac{b}{2}\right)\left(\omega_{z j+2}-\omega_{z j-2}\right) \\
& -\frac{i k_{z}}{120}\left[(66-120 b) \omega_{y j}+(26+40 b)\left(\omega_{y j+1}+\omega_{y j-1}\right)+(1+20 b)\left(\omega_{y j+2}+\omega_{y j}-2\right)\right]
\end{aligned}
$$

where

$$
\begin{equation*}
\alpha=\frac{c}{120}-\frac{1}{6}, \quad \beta=\frac{26 c}{120}-\frac{1}{3}, \quad \gamma=\frac{66 c}{120}+1 . \tag{13}
\end{equation*}
$$

Similar equations for the two other components can be obtained using (11).
For practical purposes, one needs to solve the above pentadiagonal linear system in a finite domain, thus requiring proper boundary treatment. In our case, with a $32 \times 33 \times 32$ mesh and the use of FFT's in the $x$ - and $z$-direction, we assume no vorticity outside our computational domain in the $y$-direction. Therefore the boundary conditions necessary to solve the finite pentadiagonal system, given by (13) with $|j| \leqq 16$, are obtained by considering the homogeneous system of equations:

$$
\alpha\left(u_{j+2}+u_{j-2}\right)+\beta\left(u_{j+1}+u_{j-1}\right)+\gamma u_{j}=0 \quad \text { for }|j|>16 .
$$

These equations admit $Z$-transform solutions of the form $\rho^{j}$. The $\rho$ 's are functions of $\alpha$, $\beta$ and $\gamma$. Only the exponentially decaying solutions are kept to match the velocity at infinity. Subsequent reduction of the infinite system to the finite computational system of equations results in the modification of the four upper and four lower terms of the pentadiagonal matrix with symmetry preserved. Finally, the system to be solved is of the form

$$
\left(\begin{array}{llllllll}
\gamma^{\prime \prime} & \beta^{\prime} & \alpha & & & & \\
\beta^{\prime} & \gamma^{\prime} & \beta & \alpha & & & \\
\alpha & \beta & \gamma & \beta & \alpha & & \\
y_{l} & \beta & \alpha & & & \\
& & \alpha & \beta & \gamma & \beta & \alpha \\
& & & \alpha & \beta & \gamma^{\prime} & \beta^{\prime} \\
& & & & \alpha^{\prime} & \beta^{\prime} & \gamma^{\prime \prime}
\end{array}\right)\left(\begin{array}{l}
u_{16} \\
u_{15} \\
\\
\\
u_{-15} \\
u_{-16}
\end{array}\right)=\text { R.H.S. }
$$

The singular case where $c=0\left(k_{x}=k_{z}=0\right)$ is treated by solving a reduced system and then adding a component of the homogeneous solution to obtain the desired value of $u$ at $y \rightarrow+\infty$ or $-\infty$. Solvability of the singular case is assured by the numerical equivalent
of

$$
\int_{R} \frac{\partial \omega_{x}}{\partial y} d y=\int_{R} \frac{\partial \omega_{z}}{\partial y} d y=0
$$

where $R$ is the computational range in $y$.
5. Results. In order to test our approximation of the filter in the $y$-direction, derived in § 3, we form two layers of vorticity, each of opposite circulation, producing a wake-like flow. Here each layer of vorticity is confined between two parallel planes and the flow is uniform in the two directions $x$ and $z$ parallel to the planes. This distribution of vorticity produces a velocity field that varies in the $y$-direction. After normalizing with respect to the velocity difference across a layer of vorticity, we obtain a normalized velocity profile $U(y)$ with respect to $y$.

Figures 1, 2 and 3 display three comparisons of velocity profiles between our fully periodic program (full line) and our new method where the $y$-direction is nonperiodic (dash line). In each comparison, the filter applied in the $y$-direction in the periodic case corresponds to a given value of $b$ (see ( 9 b )) for the real-space differential operator used in the nonperiodic case. In Table 1, we describe the three cases. In Fig. 1, we simulate the effect of the filter $H$ alone; in Fig. 2, we assume no filtering and in Fig. 3, only $G$ is effectively acting. For the Gaussian filter $G, \sigma^{2}=12 / \pi^{2}$. All three figures show very good agreement confirming the analysis of $\S 3$. Best agreement is obtained in the case of Fig. 1 where the approximation given in (9a) is not required. In Fig. 2, with no filter, we see what is approximately a truncated Fourier expansion of a ramp function velocity distribution-the truncation or cutoff due to the finite mesh width. From Fig. 3, it is


Fig. 1. Velocity profile for the periodic case (full line) with Halone and for the nonperiodic case (dash line) with $b=0$.


FIG. 2. Velocity profile for the periodic case (full line) with no filter and for the nonperiodic case (dash line) with $b=-\frac{1}{4}$.


Fig. 3. Velocity profile for the periodic case (full line) with $G$ and for the nonperiodic case (dash line) with $b=\sigma^{2} / 2-\frac{1}{4}$.

TABLE 1

| Figures | Nonperiodic <br> (value of b) | Periodic <br> (filter in $y$-direction) | Max Difference <br> (\% of max $U(y)$ ) |
| :---: | :---: | :---: | :---: |
| 1 | 0 | $D\left(k_{y}\right)$ | 0.22 |
| 2 | $-\frac{1}{4}$ | 1 | 3.1 |
| 3 | $\frac{\sigma^{2}}{2}-\frac{1}{4}$ | $\hat{G}^{2}\left(k_{y}\right)$ | 3.2 |

clear that for practical purposes, $b$ could be adjusted empirically in order to improve the fit. This could be accomplished by slightly altering the value of $\sigma^{2}$.

To investigate the truncation error due to the mesh and test the nonperiodic condition in the $y$-direction, we computed the velocity field due to an infinite row of equidistant line vortices, each of strength $\Gamma$, whose $(x, y)$-coordinates are $(0,0),( \pm a, 0),( \pm 2 a, 0), \cdots$. The exact solution for this system of singular vortices is given by [3]:

$$
\begin{align*}
& u=\frac{-\Gamma}{2 a} \frac{\sinh (2 \pi y / a)}{\cosh (2 \pi y / a)-\cos (2 \pi x / a)}  \tag{14}\\
& v=\frac{\Gamma}{2 a} \frac{\sin (2 \pi x / a)}{\cosh (2 \pi y / a)-\cos (2 \pi x / a)}
\end{align*}
$$

These expressions yield $u=\mp \frac{1}{2} \Gamma / a, v=0$, for $y \rightarrow \pm \infty$; as viewed from a distant point, the row of vortices becomes equivalent to a vortex-sheet of uniform strength $\Gamma / a$. In our calculation, we place a single filament at $(0,0)$ : periodic conditions in $x$ and $z$ provide us with the infinite row of equidistant vortices in $z$. Thus $a=32$; we set $\Gamma=2$ and $b=0$. Figures 4 and 5 respectively display $u$ and $v$ in the fourth quadrant of the $(x, y)$-plane.


Fig. 4. $x$-component of velocity, $u$, in the fourth quadrant of the $(x, y)$-plane.


Fig. 5. $y$-component of velocity, $v$, in the fourth quadrant of the $(x, y)$-plane.

The full lines indicate the exact solution given by (14). Close to the boundary of the computational domain, at $y=-15.5$, the maximum error between theory and calculations is $0.00089 \%$ for $u$ and $0.015 \%$ for $v$. Closer to the filaments, the error increases due to the fact that the mesh does not resolve the high-wavenumber components of the exact solution for the singular filaments. To test the translation invariance of the numerical solution, the vortex was moved in unit steps along the $y$-axis to $y=13$. The results were exactly the same within roundoff ( 14 digits on a CDC 7600). When we place the vortex at $y=14$, some discrepancies occur due to the fact that vorticity is spread outside the computation domain by the spline functions (see (13)).
6. Summary and conclusions. The three-dimensional vortex-in-cell method has been extended to allow for the simulation of infinite plane layers of vortical fluid bounded on each side by a semi-infinite domain of unsteady potential flow. Exact boundary conditions for the Poisson's equation for the velocity field were derived for the computational domain enclosing all vorticity-containing fluid.

Two new developments were required. First, the filtering implicit in the use of distributing Lagrangian quantities onto a fixed mesh and interpolating back onto the Lagrangian points was determined. A correction that cancels the effect of this filter and imposes the desired filter could then be applied. Second, the solution to the Poisson's equation required the solutions to a set of infinite pentadiagonal linear systems. These equations were solved analytically in the potential flow regions, allowing the derivation of equivalent finite pentadiagonal systems.

The results concerning the inherent filtering of the distribution and interpolation processes could be used to improve a number of particle-in-cell algorithms. In addition, the derivation of exact boundary conditions for Poisson's equation could be used more generally, for example, whenever the source term (vorticity) vanishes in a semi-infinite domain.
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# MODIFIED DIAGONALLY IMPLICIT RUNGE-KUTTA METHODS* 
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#### Abstract

The experimental evidence indicates that the implementation of Newton's method in the numerical solution of systems of ordinary differential equations (ODE's) $y^{\prime}=f(t, y), y(a)=y_{0}, t \in[a, b]$ by implicit computational schemes may cause difficulties. This is especially true if (i) $f(t, y)$ and/or $f_{y}^{\prime}(t, y)$ are quickly varying in $t$ and/or $y$ and (ii) a low degree of accuracy is required. Such difficulties may also arise when diagonally implicit Runge-Kutta methods (DIRKM's) are used in the situation described by (i) and (ii). In this paper some modified DIRKM's (MDIRKM's) are derived. The use of MDIRKM's is an attempt to improve the performance of Newton's method in the case where $f$ and $f_{y}^{\prime}$ are quickly varying only in $t$. The stability properties of the MDIRKM's are studied. An error estimation technique for the new methods is proposed. Some numerical examples are presented.


Key words. ordinary differential equations (ODE's), numerical solution, Runge-Kutta methods, diagonally implicit schemes, order of accuracy, quasi-Newton iterative process, Gaussian elimination, matrix factorizations per step, starting approximations, absolute stability, AN-stability, $L N$-stability, error estimation, embedding, computational work per step, solving linear systems of ODE's

1. Introduction. Consider the initial value problem for first order systems of ordinary differential equations (following Stetter [23] we shall call this problem IVP1):

$$
\begin{equation*}
y^{\prime}=f(t, y), \quad y(a)=y_{0}, \quad t \in[a, b] \subset \mathbb{R}, \quad y \in\left(\mathbb{C}^{(p+1)}[a, b]\right)^{s}, \tag{1.1}
\end{equation*}
$$

where $s$ and $p$ are positive integers.
Denote the true solution of the IVP1 by $y(t)$. Consider the grid

$$
\begin{equation*}
\mathbb{B}_{N}=\left\{t_{\nu} \in[a, b] / \nu=0(1) N, t_{0}=a, t_{\nu}<t_{\nu+1} \text { for } \nu=0(1) N-1, t_{N}=b\right\} . \tag{1.2}
\end{equation*}
$$

Very often numerical methods are used to obtain approximations $y_{\nu}$ to $y\left(t_{\nu}\right)$ at the points of the grid $\mathbb{B}_{N}$ according to some error tolerance $\varepsilon$. The methods introduced by Nørsett [18] will be discussed in this paper. Following Alexander [1] we shall call these methods diagonally implicit Runge-Kutta methods (DIRKM's). An m-stage DIRKM is based on the formulae

$$
\begin{gather*}
k_{i}\left(h_{n+1}\right)=f\left(t_{n}+\alpha_{i} h_{n+1}, y_{n}+h_{n+1}\left(\sum_{j=1}^{i-1} \beta_{i j} k_{j}\left(h_{n+1}\right)+\gamma k_{i}\left(h_{n+1}\right)\right)\right), \quad i=1(1) m,  \tag{1.3}\\
y_{n+1}=y_{n}+h_{n+1} \sum_{i=1}^{m} p_{i} k_{i}\left(h_{n+1}\right), \tag{1.4}
\end{gather*}
$$

where $h_{n+1}=t_{n+1}-t_{n}$ is the stepsize used at step $n+1(n=0(1) N-1)$. The coefficients of (1.3)-(1.4) are often written in the form

[^41]It should be mentioned here that the following equalities hold for the DIRKM's:

$$
\begin{equation*}
\alpha_{i}=\sum_{j=1}^{i} \beta_{i j}, \quad\left(\beta_{i i}=\gamma\right), \quad i=1(1) m \tag{1.6}
\end{equation*}
$$

but for the methods considered in this paper (1.6) will not be satisfied.
It should be emphasized that the functions $k_{i}$ depend not only on the stepsize but also on the independent variable $t_{n}$. Therefore, it is more correct to use the notation $k_{i}\left(t_{n}+\alpha_{i} h_{n+1}\right)$. Abbreviating this notation to $k_{i}\left(h_{n+1}\right)$, we want to underline the important fact that if the first $j(j<m)$ functions (1.3) have already been computed by some iterative procedure and if the stepsize has to be changed because the iterative procedure fails to converge for $k_{j+1}$, then the first $j$ functions (1.3) have to be recalculated.

The order of the method described by (1.3)-(1.4) or (1.5) can be defined as follows. Let

$$
\begin{equation*}
t_{n}=x, \quad h_{n+1}=h, \quad \Delta y=y(x+h)-y(x) \tag{1.7}
\end{equation*}
$$

Assume that $y_{n}=y(x)$. Consider

$$
\begin{equation*}
\varphi_{m}(h)=\Delta y-h \sum_{i=1}^{m} p_{i} k_{i}(h) . \tag{1.8}
\end{equation*}
$$

Use the Taylor expansion of $\varphi_{m}(h)(0<\theta<1)$

$$
\begin{equation*}
\varphi_{m}(h)=\sum_{j=0}^{p}\left(\frac{h^{j}}{j!}\right) \varphi_{m}^{(j)}(0)+\left(\frac{h^{p+1}}{(p+1)!}\right) \varphi_{m}^{(p+1)}(\theta h) . \tag{1.9}
\end{equation*}
$$

The order of the method is $p$ when

$$
\begin{equation*}
\varphi_{m}^{(j)}(0)=0 \quad \text { for } j=1(1) p, \quad \varphi_{m}^{(p+1)}(0) \neq 0 \tag{1.10}
\end{equation*}
$$

Assume now that a DIRKM of order $p \geqq 1$ is used in the numerical integration of (1.1). In general, some iterative process must be used in the computation of $k_{i}(h), i=1(1) m$, because (1.3) are implicit. The quasi-Newton iterative process (QNIP) is commonly used in the integration codes. The use of QNIP in the solution of (1.3) is assumed from now on. Moreover, it is assumed that the simple Gaussian elimination (GE) is applied in the decomposition (the $L U$ factorization) of the matrix $I-h \gamma f_{y}^{\prime}$ (see § 2). It is well known that very often an old decomposition (obtained at some previous step $j, j<n$ ) can also be used at step $n$. Some problems where a new decomposition is normally computed only when the stepsize is changed can be constructed and arise in practice. Strategies which attempt to keep the old decomposition even after small changes in the stepsize have also been proposed, and it has been verified that they work perfectly for some problems (1.1). Unfortunately, there also arise situations where the old decomposition cannot be used during more than one step. For some problems (especially when a low degree of accuracy is required) even several decompositions per step are needed. This is true not only when DIRKM's are used, but also for many other implicit methods. Two examples are given below in order to show that the average number of decompositions per step can be larger than one.

In Table 1 the numerical results given in Enright et al. [13, p. 23] are used to compute the average numbers of decompositions per steps for 5 codes and for 3 values of the error tolerance. A wide range of test-problems is used in [13]. It should be mentioned that the numerical results for some of the test-problems are not taken into

TAble 1
The average numbers of the decompositions per step for the 5 codes tested by Enright et al. [13, p. 23]. The codes are based on backward differentiation formulae (GEAR), the trapezoidal rule with extrapolation (TRAPEX), second derivative multistep formulae (SDBASIC), a fully implicit Runge-Kutta method (IMPRK) and a generalized Runge-Kutta technique (GENRK).

| Tolerance | GEAR | SDBASIC | TRAPEX | IMPRK | GENRK |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-2}$ | 0.27 | 1.47 | 1.72 | 6.67 | 2.67 |
| $10^{-4}$ | 0.15 | 0.89 | 1.00 | 0.84 | 1.99 |
| $10^{-6}$ | 0.09 | 0.61 | 0.55 | 0.23 | 1.87 |

account in Table 1. This is so, for example, for problem D6. The code IMPRK uses about 24.92 decompositions per step in the integration of D6 with $\varepsilon=10^{-2}$ (see [13, p. 46]).

The numerical results obtained by SIRKUS (a code based on DIRKM's derived in [18]) in the integration of two chemical problems [2], [15] are shown in Table 2. Note that for the bigger problem $(s=63)$ the average numbers of decompositions per step are larger.

The results in Table 1 and Table 2 show that it is worthwhile attempting to answer the following questions. When can an old decomposition be used several times? If the problem is such that more than one decomposition per step will be needed when a DIRKM is used, what can be done in order to improve the performance of the DIRKM under consideration?

The following definitions will be useful in our efforts to answer the above questions.

TAble 2
The average numbers of decompositions per step found in the integration of two chemical problems by the code SIRKUS which is based on DIRKM's.

| Tolerance | $s=15$ | $s=63$ |
| :---: | :---: | :---: |
| $10^{-1}$ | 1.79 | 2.27 |
| $10^{-2}$ | 0.53 | 1.75 |
| $10^{-3}$ | 0.12 | 0.89 |

Definition 1.1. The IVP1 has property $S$ if $f(t, y)$ and $f_{y}^{\prime}(t, y)$ are slowly varying in $t$ and $y$.

Definition 1.2. The IVP1 has property $\bar{S}$ if at least one of the functions $f(t, y)$ and $f_{y}^{\prime}(t, y)$ is quickly varying in $t$ and both functions are slowly varying in $y$.

Definition 1.3. The IVP1 has property $S^{*}$ if at least one of the functions $f(t, y)$ and $f_{y}^{\prime}(t, y)$ is quickly varying in $t$ and at least one of these functions is quickly varying in $y$.

In § 2 a theorem proved by Kantorovich in 1956 (see [16], [17]) is modified for the use of the QNIP in the solution of (1.3), when (1.1) is solved by a DIRKM. The theorem indicates that the QNIP can cause difficulties in the numerical integration when the IVP1 has not property S. Some modified DIRKM's (MDIRKM's) are derived in §3. The stability properties of the MDIRKM's are discussed in §4. An error estimation technique is proposed in $\S 5$. Some applications of the MDIRKM's for
linear IVP's 1 are given in § 6 . A brief discussion of the results is presented in the last section.
2. On the use of Newton's method in connection with DIRKM's. Assume that some approximations $k_{i}^{0}(h), i=1(1) m$, to the solutions of (1.3) are available (only in this section the notation $k_{i}^{*}(h)$ will be used for the solution of the $i$ th system (1.3)). Let (for $i=1(1) m$ and $q=0,1, \cdots$ )

$$
\begin{equation*}
\bar{f}_{y}^{\prime}(\tau, \eta) \approx f_{y}^{\prime}\left(t_{n}+\alpha_{i} h, y_{n}+h \sum_{j=1}^{i-1} \beta_{i j} k_{j}(h)+h \gamma k_{i}^{q}(h)\right) \tag{2.1}
\end{equation*}
$$

Then the QNIP can be applied in the solution of (1.3) as follows:

$$
\begin{gather*}
{\left[I-h \gamma \bar{f}_{y}^{\prime}(\tau, \eta)\right]\left[k_{i}^{q+1}(h)-k_{i}^{q}(h)\right]=P\left(k_{i}^{q}(h)\right),}  \tag{2.2}\\
P\left(k_{i}(h)\right)=k_{i}(h)-f\left(t_{n}+\alpha_{i} h, y_{n}+h \sum_{j=1}^{i-1} \beta_{i j} k_{j}(h)+h \gamma k_{i}(h)\right) . \tag{2.3}
\end{gather*}
$$

For the QNIP the following theorem holds.
Theorem 2.1. Assume that

$$
\begin{equation*}
\Gamma=\left[I-h \gamma \bar{f}_{y}^{\prime}(\tau, \eta)\right]^{-1} \tag{2.4}
\end{equation*}
$$

exists. Let the following conditions be satisfied when $k_{i}^{0}(h) \in \Omega_{i}$ (where $\Omega_{i}$ is the closed sphere defined by $\left.\left\|k_{i}(h)-k_{i}^{0}(h)\right\|<r_{i}, i=1(1) m\right)$ :

$$
\begin{align*}
& \left\|\Gamma P\left(k_{i}^{0}(h)\right)\right\| \leqq \bar{\eta}_{i}, \quad i=1(1) m  \tag{2.5}\\
& \left\|I-\Gamma P^{\prime}\left(k_{i}^{0}(h)\right)\right\| \leqq \delta_{i}, \quad i=1(1) m ;  \tag{2.6}\\
& \left\|\Gamma P^{\prime \prime}\left(k_{i}(h)\right)\right\| \leqq K_{i}, \quad k_{i}(h) \in \Omega_{i}, \quad i=1(1) m . \tag{2.7}
\end{align*}
$$

Then we have:
(i) Existence and uniqueness. If

$$
\begin{align*}
& \bar{h}_{i}=\frac{K_{i} \bar{\eta}_{i}}{\left(1-\delta_{i}\right)^{2}}<0.5, \quad \delta_{i}<1, \quad i=1(1) m,  \tag{2.8}\\
& r_{i} \geqq \frac{\left(1-\sqrt{1-2 \bar{h}_{i}}\right)\left(1-\delta_{i}\right)}{K_{i}}, \quad i=1(1) m, \tag{2.9}
\end{align*}
$$

then for any $i \in\{1,2, \cdots, m\}(1.3)$ has a solution $k_{i}^{*}(h) \in \Omega_{i}$, which is unique if

$$
\begin{equation*}
r_{i}<\frac{\left(1+\sqrt{1-2 \overline{h_{i}}}\right)\left(1-\delta_{i}\right)}{K_{i}}, \quad i=1(1) m . \tag{2.10}
\end{equation*}
$$

(ii) Convergence. If (2.5)-(2.10) hold, then the QNIP is convergent (i.e., $k_{i}^{q}(h) \in$ $\Omega_{i}, i=1(1) m, q=0,1, \cdots$, and $k_{i}^{q}(h) \rightarrow k_{i}^{*}(h)$ as $\left.q \rightarrow \infty\right)$.
(iii) Speed of convergence. If $k_{i}^{q}(h)$ is found by the QNIP, then (for $i=1(1) m$ and $q=0,1, \cdots)$

$$
\begin{equation*}
\left\|k_{i}^{*}(h)-k_{i}^{q}(h)\right\| \leqq \frac{\left[1-\left(1-\delta_{i}\right) \sqrt{1-2 \bar{h}_{i}}\right]^{q+1}}{K_{i}} \tag{2.11}
\end{equation*}
$$

The above theorem is a modification of a result proved in [16] (see also [17, Chap. XVIII]). Similar results can be found in [19] (where some conditions containing
the eigenvalues of $f_{y}^{\prime}$ are used, see [19, p. 28]). We prefer the formulation given by Kantorovich because it is very simple and allows us immediately to draw some conclusions about the qualitative behavior of the QNIP. Indeed, note that (2.6) measures the failure of $\Gamma$ to be a good approximation to $\left[P^{\prime}\left(k_{i}^{0}(h)\right)\right]^{-1}$, and (2.5) measures the failure of $k_{i}^{0}(h)$ to be a good starting approximation. When the problem has property $S$ both $\delta_{i}$ and $\bar{\eta}_{i}$ will normally be small ( $\bar{\eta}_{i}$ are small because the extrapolation rules which are commonly used for obtaining starting approximations $k_{i}^{0}(h)$ work in general well in this case; $\delta_{i}$ are small because $\Gamma$ is a good approximation to $\left[P^{\prime}\left(k_{i}^{0}(h)\right)\right]^{-1}$ even if it is calculated in a previous step $\left.j<n\right)$. This means that the strategy of keeping the old decomposition will work well when (1.1) has property $S$. If the IVP1 has property $\bar{S}$ or property $S^{*}$ and if, in addition, $\varepsilon$ is large, then the above strategy may cause difficulties. The results will be poorer when an attempt to keep the old decomposition even after small changes of the stepsize is carried out (this leads to a large number of rejected steps). If one of the above strategies is combined with restrictions in the changes of the stepsize, then the algorithms so found may perform very badly. However, the same algorithm can be efficient if the IVP1 has property $S$ and/or if $\varepsilon$ is small. See, for example, the performance of IMPRK for problem D6 [13, p. 46]. When $\varepsilon=10^{-2}$ the results are catastrophic: 5657 decompositions and 231 steps. When $\varepsilon=10^{-6}$ the results are much better, 69 decompositions and 15 steps (note too that the computing time is reduced by a factor larger than 100).

The above analysis shows that Nørsett's condition $\beta_{i i}=\gamma$ for $i=1(1) m$ [18] normally ensures that at most one decomposition per step is needed if the problem has property $S$. However, if the IVP1 has property $\bar{S}$ or $S^{*}$ and if $\varepsilon$ is large, then one should be prepared for an integration process where more than one decomposition per step will be needed even if the matrix $I-h \gamma f_{y}^{\prime}\left(t_{n}+\alpha_{1} h, y_{n}+h \gamma k_{1}^{0}(h)\right)$ is decomposed at the beginning of each step. This is very unfortunate if the system is large (the computational cost per decomposition is $O\left(s^{3}\right)$ simple arithmetic operations, while the computational cost of the QNIP without the decompositions is $O\left(s^{2}\right)$ ). It should also be pointed out that the transformation of (1.1) to autonomous form will not change the situation. If the nonautonomous problem (1.1) has not property $S$, then the transformed autonomous problem has not property $S$ either. Moreover, in many practical problems $t$ has a special physical meaning, and it is desirable to keep $t$ as independent variable. Finally, if the problem is linear, then the transformation to autonomous form may cause some extra computations (because the transformed problem will in general be nonlinear).

Theorem 2.1 and the above analysis indicate that an attempt to improve the performance of the DIRKM's in the case where the problem has not property $S$ may be worthwhile.
3. Modified diagonally implicit Runge-Kutta methods. Replace (1.6) with the condition $\alpha_{i}=\gamma^{*}$ for $i=1(1) m$. The method so found will be called a modified DIRKM (MDIRKM) if it has the same order as the corresponding DIRKM (the DIRKM which has the same coefficients $\gamma, \beta_{i j}$ and $p_{i}$ but the coefficients $\alpha_{i}$ satisfy (1.6)). An answer to the question whether MDIRKM's can be constructed is given by the following theorem.

Theorem 3.1. MDIRKM's of order up to 2 can be constructed.
Proof. (a) Order 2 is attainable. Consider (1.10). It is obvious that $\varphi_{m}(0)=0$ is satisfied. Since (see (1.3)-(1.10))

$$
\begin{equation*}
(\Delta y)^{\prime}=\frac{d(\Delta y)}{d h}=y^{\prime}(x+h)=f(x+h, y(x+h)) \tag{3.1}
\end{equation*}
$$

$$
\begin{align*}
\frac{d k_{i}(h)}{d h}= & \gamma^{*} f_{t}^{\prime}\left(x+\gamma^{*} h, y_{n}+h \sum_{j=1}^{i} \beta_{i j} k_{j}(h)\right)  \tag{3.2}\\
& +f_{y}^{\prime}\left(x+\gamma^{*} h, y_{n}+h \sum_{i=1}^{i} \beta_{i j} k_{j}(h)\right)\left[\sum_{i=1}^{i} \beta_{i j} k_{j}(h)+h \sum_{j=1}^{i} \beta_{i j}\left(\frac{d k_{j}(h)}{d h}\right)\right], \\
& \varphi_{m}^{\prime}(h)=f(x+h, y(x+h))-\sum_{i=1}^{m} p_{i} k_{i}(h)-h \sum_{i=1}^{m} p_{i}\left(\frac{d k_{i}(h)}{d h}\right), \tag{3.3}
\end{align*}
$$

it is clear that

$$
\begin{equation*}
\varphi_{m}^{\prime}(0)=\left(1-\sum_{i=1}^{m} p_{i}\right) f(x, y(x)), \tag{3.4}
\end{equation*}
$$

and therefore $\varphi_{m}^{\prime}(0)=0$ implies

$$
\begin{equation*}
\sum_{i=1}^{m} p_{i}=1 . \tag{3.5}
\end{equation*}
$$

From

$$
\begin{align*}
(\Delta y)^{\prime \prime} & =\frac{d^{2}(\Delta y)}{d h^{2}}=f_{t}^{\prime}(x+h, y(x+h))+f_{y}^{\prime}(x+h, y(x+h)) f(x+h, y(x+h)),  \tag{3.6}\\
\varphi_{m}^{\prime \prime}(h) & =(\Delta y)^{\prime \prime}-2 \sum_{i=1}^{m} p_{i}\left(\frac{d k_{i}(h)}{d h}\right)-h \sum_{i=1}^{m} p_{i}\left(\frac{d^{2} k_{i}(h)}{d h^{2}}\right),
\end{align*}
$$

it follows that

$$
\begin{equation*}
\varphi_{m}^{\prime \prime}(0)=\left(1-2 \gamma^{*} \sum_{i=1}^{m} p_{i}\right) f_{t}^{\prime}(x, y(x))+\left(1-2 \sum_{i=1}^{m} p_{i} \sum_{j=1}^{i} \beta_{i j}\right) f_{y}^{\prime}(x, y(x)) f(x, y(x)), \tag{3.8}
\end{equation*}
$$

and therefore $\varphi_{m}^{\prime \prime}(0)=0$ implies

$$
\begin{equation*}
\gamma^{*}=0.5 \quad \text { and } \quad \sum_{i=2}^{m} p_{i} \sum_{j=1}^{i-1} \beta_{i j}=0.5-\gamma . \tag{3.9}
\end{equation*}
$$

It is readily seen that the coefficients of the method can be chosen so that (3.5) and (3.9) are satisfied (and the order is 2 ). If, for example, $m=2$, then

| 0.5 | $\gamma$ |  |
| :---: | :---: | :---: |
| 0.5 | $(0.5-\gamma) / p$ | $\gamma$ |
|  | $1-p$ | $p$ |

can easily be found.
(b) No MDIRKM of order 3 can be constructed. This is trivial; no quadrature formula based on one point can be of order higher than 2.

Assume that the IVP1 has property $\bar{S}$ and that $\varepsilon$ is large. For all $\alpha_{i}=\gamma^{*}$, then one could expect $\bar{f}_{y}^{\prime}(\tau, \eta)$ to be a good approximation to all matrices in the right-hand side of (2.1) and the QNIP will perform well at all stages during step $n$. If (1.6) are satisfied the above statements will often not hold. This shows that the MDIRKM's are introduced in an attempt to improve the performance of the QNIP when the IVP1 has property $\bar{S}$. However, if the IVP1 is linear, then the MDIRKM's are efficient not only when the problem has property $\bar{S}$ but also when the problem has property $S^{*}$, see § 6.
4. Stability properties of the MDIRKM's. Let $q$ be a complex constant. Assume that $\operatorname{Re} q \leqq 0$ and consider the model-equation

$$
\begin{equation*}
y^{\prime}=q y, \quad y \in \mathbb{R} . \tag{4.1}
\end{equation*}
$$

It is well known (see, e.g., [5]) that the use of any RK method in the solution of (4.1) leads to

$$
\begin{equation*}
y_{n+1}=R(z) y_{n}, \quad(n=1(1) N) \tag{4.2}
\end{equation*}
$$

where (see (1.5))

$$
\begin{equation*}
R(z)=1+z p^{T}(I-z B)^{-1} e, \quad z=h_{n+1} q, \quad e=(1,1, \cdots, 1)^{T} . \tag{4.3}
\end{equation*}
$$

The method is $A$-stable [12] if

$$
\begin{equation*}
|R(z)| \leqq 1 \quad \forall \operatorname{Re}(z) \leqq 0 . \tag{4.4}
\end{equation*}
$$

Since (4.3) does not depend on $\alpha$, the following result is clear.
Theorem 4.1. An MDIRKM is $\boldsymbol{A}$-stable if and only if the corresponding DIRKM is $A$-stable.

If, for example, $m=2$, then it is well known that for the DIRKM's

$$
\begin{equation*}
R(z)=\left[1+(1-2 \gamma) z+\left(\gamma^{2}-2 \gamma+0.5\right) z^{2}\right] /(1-\gamma z)^{2} \tag{4.5}
\end{equation*}
$$

and the methods are $A$-stable if $\gamma \geqq 0.25$. Theorem 4.1 shows that this result holds also for the corresponding MDIRKM's (with $m=2$ ).

It has already been mentioned that the MDIRKM's are efficient in the solution of linear systems (1.1), i.e., when

$$
\begin{equation*}
f(t, y)=A(t) y+b(t) \tag{4.6}
\end{equation*}
$$

Therefore, it seems to be useful to investigate the $A N$-stability of the MDIRKM's. The notion $A N$-stability was introduced by Burrage and Butcher in [5]. Let $q(t)$ be a continuous complex-valued function with $\operatorname{Re} q(t) \leqq 0$ for $t \in[a, b]$. Consider the nonautonomous model-equation

$$
\begin{equation*}
y^{\prime}=q(t) y, \quad q(t) \in \mathbb{R} . \tag{4.7}
\end{equation*}
$$

The implementation of any RK method to (4.7) leads to
(4.8) $y_{n+1}=K(Z) y_{n}, \quad Z=\operatorname{diag}\left(z_{1}, z_{2}, \cdots, z_{m}\right), \quad z_{i}=h_{n+1} q\left(t_{n}+\alpha_{i} h_{n+1}\right), \quad i=1(1) m$, where (see (1.5) again)

$$
\begin{equation*}
K(Z)=1+p^{T} Z(I-B Z)^{-1} e, \quad e=(1,1, \cdots, 1)^{T} . \tag{4.9}
\end{equation*}
$$

The method is said to be $A N$-stable if

$$
\begin{equation*}
|K(Z)| \leqq 1 \quad \forall \operatorname{Re}\left(z_{i}\right) \leqq 0, \quad i=1(1) m . \tag{4.10}
\end{equation*}
$$

While $A N$-stability implies $A$-stability, the converse statement is, in general, not true (see the example given in [5, p. 49]). However, for the MDIRKM's the following result holds.

Theorem 4.2. AN-stability is equivalent to $\boldsymbol{A}$-stability for the MDIRKM's.
A remarkably simple criterion for $A N$-stability has been given by Burrage and Butcher [5]. This criterion can be described as follows. Consider the symmetric matrix $M$ whose elements are $m_{i j}=p_{i} \beta_{i j}+p_{j} \beta_{j i}-p_{i} p_{j}$. For all $p_{i} \geqq 0$, if $M$ is a semipositive definite matrix, then the RK method is said to be algebraically stable.

Theorem 4.3 (Burrage and Butcher [5, p. 50]. An algebraically stable RK method is AN-stable and, if $\alpha_{1}, \cdots, \alpha_{m}$ are distinct, it conversely holds that an AN-stable RK method is algebraically stable.

The use of Theorem 4.3 to the 2 -stage DIRKM's and the corresponding MDIRKM's gives

Theorem 4.4. The 2 -stage MDIRKM described by (3.10) and the corresponding DIRKM are algebraically stable if $p=0.5$ and $\gamma \geqq 0.25$.

Proof. Matrix $M$ is semipositive definite if (i) $\operatorname{det}(M) \geqq 0$, (ii) $m_{11} \geqq 0$ and (iii) $m_{22} \geqq 0$. Condition (i) leads after straightforward computations to $-4(0.5-\gamma)^{2}(0.5-$ $p)^{2} \leqq 0$ and (since $\gamma=0.5$ produces a 1 -stage method) $p=0.5$. With $p=0.5, m_{11}=m_{22}=$ $\gamma-0.25$ and (ii) and (iii) lead to $\gamma \geqq 0.25$.

Theorem 4.3 and Theorem 4.4 give immediately the following result.
Corollary 4.1. The 2-stage DIRKM's are $A N$-stable if $p=0.5$ and $\gamma \geqq 0.25$.
By the use of Theorem 4.1 and the established fact about the $A$-stability of the 2 -stage DIRKM's the following result can easily be obtained.

Corollary 4.2. The 2 -stage MDIRKM's are $\boldsymbol{A N}$-stable if $\gamma \geqq 0.25$.
Corollary 4.1 and Corollary 4.2 show that if $p \neq 0.5$ and $\gamma \geqq 0.25$ then the 2 -stage MDIRKM is $A N$-stable, while the corresponding DIRKM is only $A$-stable.

A situation where the use of an $A$-stable method in the solution of nonautonomous equations causes instability is given below. Consider the equation

$$
\begin{equation*}
y^{\prime}=A \sin ^{2}\left(\frac{\pi t}{c}-3.430251901\right) y, \quad A<0, \quad c>0 . \tag{4.11}
\end{equation*}
$$

Assume that the 2 -stage DIRKM given by

$$
\begin{array}{c|cc}
1-\sqrt{2} / 2 & 1-\sqrt{2} / 2 &  \tag{4.12}\\
27 \sqrt{2} / 2-18 & 14 \sqrt{2}-19 & 1-\sqrt{2} / 2 \\
\hline & (53-5 \sqrt{2}) / 62 & (9+5 \sqrt{2}) / 62
\end{array}
$$

is applied in the solution of (4.11) with a constant stepsize $h=c$. A simple analysis shows that (4.12) will be unstable if $-A c>37.1$. The numerical results obtained for $A=-10,000, h=c=0.1, y(0)=1,000$ are given in Table 3. The results obtained with two other methods (which are $A N$-stable) are also given in Table 3. These methods are:

| 1 | 1 |  |
| :---: | ---: | ---: |
| 0 | -1 | 1 |
|  | 0.5 | 0.5 |


| $1-\sqrt{2} / 2$ <br> $\sqrt{2} / 2$ | $1-\sqrt{2} / 2$ <br> $\sqrt{2}-1$ | $1-\sqrt{2} / 2$ |
| :---: | :---: | :---: |
| 0.5 | 0.5 |  |

Table 3
The errors found in the numerical integration of (4.11) (E1 is the error found by (4.12), E2 and E3 are the errors for the first and the second method (4.13), respectively).

| $t$ | Number of steps | E1 | E2 | E3 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | 10 | $5.95 E+5$ | $5.93 E-0$ | $6.11 E-17$ |
| 2.0 | 20 | $3.54 E+7$ | $3.52 E-3$ | $3.73 E-37$ |
| 3.0 | 30 | $2.11 E+9$ | $2.09 E-6$ | $2.28 E-57$ |
| 4.0 | 40 | $1.25 E+11$ | $1.24 E-9$ | $3.26 E-66$ |
| 5.0 | 50 | $7.45 E+12$ | $7.35 E-13$ | 0.0 |

For the 2 -stage DIRKM's (when implemented in the solution of (4.7)),

$$
\begin{equation*}
K(Z)=\frac{\left[1+(1-p-\gamma) z_{1}+(p-\gamma) z_{2}+\left(\gamma^{2}-2 \gamma+0.5\right) z_{1} z_{2}\right]}{\left(1-\gamma z_{1}\right)\left(1-\gamma z_{2}\right)} \tag{4.14}
\end{equation*}
$$

where (when a constant stepsize is used)

$$
\begin{equation*}
z_{i}=h q\left(t_{n}-\alpha_{i} h\right), \quad i=1,2 \tag{4.15}
\end{equation*}
$$

For the method (4.12), $\gamma^{2}-2 \gamma+0.5=0$ and the choice $h=c$ gives $z_{2} \approx 0$ at each step. Therefore it must be emphasized that the above example is very artificially created. Nevertheless, the example shows that the use of $A N$-stable methods in the solution of nonautonomous problems should be preferred; see also the second experiment in § 6.

Compare the results for the two methods (4.13). The second method follows the behavior of the solution much better. This shows that it seems to be useful to introduce $L N$-stability ( $L$-stability for nonautonomous problems).

Definition 4.1. The notation $|Z| \rightarrow \infty$ will be used to express the fact that $\left|z_{i}\right| \rightarrow \infty$ for all $i$.

Definition 4.2. The RK method is said to be $L N$-stable if it is $A N$-stable and if $|Z| \rightarrow \infty$ implies $K(Z) \rightarrow 0$.

The relations between the different kinds of stability for the RK methods when they are applied to (4.1) and (4.7) are seen in Fig. 4.1.


Fig. 4.1
The following corollaries can be formulated and proved.
Corollary 4.3. For the MDIRKM's LN-stability and L-stability are equivalent.
Corollary 4.4. The 2 -stage DIRKM's are $L N$-stable if $p=0.5$ and $\gamma=$ $1 \pm \sqrt{2} / 2$.

Corollary 4.5. The 2 -stage MDIRKM's are $L N$-stable if $\gamma=1 \pm \sqrt{2} / 2$.
As an example let us note that the MDIRKM corresponding to (4.12) is $L N$-stable, while (4.12) is not.

The results in this section show that not only a better performance of the QNIP for problems which have property $\bar{S}$ can be expected when the MDIRKM's are used (see § 3), but also, the classes of $A N$-stable and $L N$-stable 2 -stage MDIRKM's are considerably larger than the classes of $A N$-stable and $L N$-stable 2 -stage DIRKM's.
$L N$-stable implicit Runge-Kutta methods are also considered by Burrage [4]. This concept is extended for a wider class of methods in [6].
5. Error estimation technique. A device which can be used to control the local truncation error during the integration process performed by some 2 -stage MDIRKM's of order 2 will be described in this section. The device is based on "embedding" which was first used by Fehlberg [14] for explicit RK methods. The following statements, which are well known and only slightly modified for our methods, are needed before the formulation of the main result in this section (Theorem 5.2).

Definition 5.1. Consider the problem defined by

$$
\begin{equation*}
y^{\prime}=f(t, y), \quad y\left(t_{n}\right)=y_{n} . \tag{5.1}
\end{equation*}
$$

Assume that an $m$-stage RK method (not necessarily an MDIRK or a DIRKM) of order $p$ is used to find $y_{n+1}$. Then

$$
\begin{equation*}
T_{n+1}^{p}=\left(\varphi_{m}^{(p+1)}(0) /(p+1)!\right) h^{p+1}, \quad h=h_{n+1} \tag{5.2}
\end{equation*}
$$

will be called the principal part of the local truncation error.
Theorem 5.1. Assume that $y_{n+1}$ is computed by a 2 -stage MDIRKM of order 2. Consider another Runge-Kutta method of order 3 defined as follows: $k_{1}(h)$ and $k_{2}(h)$ are the vectors computed by the MDIRKM under consideration,

$$
\begin{align*}
k_{i}(h) & =f\left(t_{n}+\alpha_{i} h, y_{n}+h \sum_{j=1}^{m} \beta_{i j} k_{j}(h)\right), \quad i=3(1) m  \tag{5.3}\\
\hat{y}_{n+1} & =y_{n}+h \sum_{i=1}^{m} \hat{p}_{i} k_{i}(h) \tag{5.4}
\end{align*}
$$

Then if the terms which contain $h^{4}$ are neglected in (1.9) the principal part of the local truncation error can be written in the following way:

$$
\begin{equation*}
T_{n+1}^{2}=\hat{y}_{n+1}-y_{n+1}=h \sum_{i=1}^{2}\left(\hat{p}_{i}-p_{i}\right) k_{i}(h)+h \sum_{i=3}^{m} \hat{p}_{i} k_{i}(h) . \tag{5.5}
\end{equation*}
$$

The problem is how to choose the auxiliary method (5.3)-(5.4). It is not possible to construct an MDIRKM of order 3 (see § 3 ). It is not desirable to use implicit formulae in (5.3) (this may cause extra decompositions). Therefore the only choice which will ensure that the computational cost of the error estimator formulae (5.3)(5.4) is $O\left(s^{2}\right)$ is $\beta_{i j}=0$ for $i=3(1) m$ and $j \geqq i$. By this choice the following theorem can be proved.

TheOrem 5.2. The smallest number $m$ which allows us to construct an error estimator (5.3)-(5.4) with explicit formulae (5.3) for a 2-stage MDIRKM is 4.

Proof. The method (5.4) will be of order 3 if its coefficients satisfy the following conditions.

$$
\begin{align*}
& \sum_{i=1}^{m} \hat{p}_{i}=1,  \tag{5.6}\\
& \sum_{i=1}^{m} \hat{p}_{i} \alpha_{i}=0.5  \tag{5.7}\\
& \sum_{i=1}^{m} \hat{p}_{i} \sum_{j=1}^{i} \beta_{i j}=0.5,  \tag{5.8}\\
& \sum_{i=1}^{m} \hat{p}_{i} \alpha_{i}^{2}=\frac{1}{3}  \tag{5.9}\\
& \sum_{i=1}^{m} \hat{p}_{i} \alpha_{i} \sum_{j=1}^{i} \beta_{i j}=\frac{1}{3},  \tag{5.10}\\
& \sum_{i=1}^{m} \hat{p}_{i} \sum_{j=1}^{i} \alpha_{j} \beta_{i j}=\frac{1}{6}  \tag{5.11}\\
& \sum_{i=1}^{m} \hat{p}_{i} \sum_{j=1}^{i} \beta_{i j} \sum_{\nu=1}^{j} \beta_{j \nu}=\frac{1}{6},  \tag{5.12}\\
& \sum_{i=1}^{m} \hat{p}_{i}\left(\sum_{j=1}^{i} \beta_{i j}\right)^{2}=\frac{1}{3} . \tag{5.13}
\end{align*}
$$

(a) Let us choose $m=3$. Then it is easily seen that the system (5.6)-(5.13) has no solution (consider (5.6), (5.7) and (5.9) and take into account that (3.5) and (3.9) must also be satisfied).
(b) Let us choose $m=4$. Assume that $\gamma, \beta_{21}, \beta_{31}, \beta_{32}, \alpha_{3}$ and $\alpha_{4}$ are chosen so that (5.13) is satisfied. Then the solution of (5.6)-(5.12) can be found (for $\beta_{21} \neq 0$, $\alpha_{3} \neq \alpha_{4}, \alpha_{3} \neq 0.5$ and $\alpha_{4} \neq 0.5$ ) by the use of the following formulae (and the notation $\left.\bar{\alpha}=\left(2 \alpha_{4}-1\right) /\left(2 \alpha_{3}-1\right), \bar{\beta}=\beta_{31}+\beta_{32}-\gamma, \bar{\gamma}=1-6 \gamma+6 \gamma^{2}\right):$

$$
\begin{align*}
\beta_{42} & =\left\{\left(\alpha_{4}-\alpha_{3}\right)\left[\bar{\gamma}\left(2 \alpha_{4}-1\right)+\gamma\right]+\bar{\alpha}\left(\beta_{32} \beta_{21}-\bar{\beta} \gamma\right)+\left[\bar{\alpha}\left(\alpha_{4}-\alpha_{3}\right)-\gamma\right] \bar{\beta}\right\} / \beta_{21},  \tag{5.14}\\
\beta_{43} & =-\bar{\alpha}\left(\alpha_{4}-\alpha_{3}\right), \\
\beta_{41} & =\alpha_{4}-\alpha_{3}-\beta_{42}-\beta_{43}+\beta_{31}+\beta_{32}, \\
\hat{p}_{4} & =\frac{1}{6}\left(2 \alpha_{4}-1\right)\left(\alpha_{4}-\alpha_{3}\right), \\
\hat{p}_{3} & =-\bar{\alpha} \hat{p}_{4}, \\
\hat{p}_{2} & =\left[0.5-\gamma-\left(\hat{p}_{3}+\hat{p}_{4}\right) \bar{\beta}-\hat{p}_{4}\left(\alpha_{4}-\alpha_{3}\right)\right] / \beta_{21}, \\
\hat{p}_{1} & =1-\hat{p}_{2}-\hat{p}_{3}-\hat{p}_{4} .
\end{align*}
$$

Straightforward calculations show that (5.13) can be rewritten as

$$
\begin{equation*}
2 \bar{\beta}\left(2 \alpha_{3}-1-\bar{\beta}+\beta_{21}\right)=\left(2 \alpha_{3}-1\right)\left\{\left[1+\bar{\gamma}-(3-6 \gamma) \beta_{21}\right]\left(2 \alpha_{4}-1\right)-\alpha_{4}+\alpha_{3}+\beta_{21}\right\} . \tag{5.21}
\end{equation*}
$$

It is easy to see that (5.21) can be satisfied (for example by the choice of $\beta_{32}=0$, $\left.\beta_{31}=\gamma, \alpha_{3}=\alpha_{4}-\beta_{21}-\left[1+\bar{\gamma}-(3-6 \gamma) \beta_{21}\right]\left(2 \alpha_{4}-1\right)\right)$.

Consider now the integration method as a combination of a basic 2 -stage MDIRKM of order 2 and a 4 -stage error estimator (5.3)-(5.4) of order 3. If (1.1) is linear, then the requirement (5.13) is not necessary (this requirement appears when the coefficient in the term containing $f_{y y}^{\prime \prime}$ is equated to zero). In this case the six parameters $\gamma, \beta_{21}, \beta_{31}, \beta_{32}, \alpha_{3}$ and $\alpha_{4}$ could be used in order to construct an integration method which is optimal with regard to some of the following requirements: accuracy, stability, computational work per step and simple implementation. If (1.1) is not linear then at least one of the parameters must be used in order to satisfy (5.13). The other parameters can again be used in an attempt to optimize the integration method.
6. Application of MDIRKM's in the solution of linear systems. Assume that: (i) the IVP1 is linear, (ii) the IVP1 has property $\bar{S}$ or $S^{*}$, (iii) $\varepsilon$ is large. In this section we shall show that in this situation the QNIP can successfully be replaced by the use of GE and, moreover, if the use of GE is assumed, then it is preferable to apply MDIRKM's. Some numerical results obtained by Y12NBF will be used to illustrate our conclusions. Therefore, before the discussion, a brief description of this code is needed (some more details are given in [21]). The integration method implemented in the code is given by

| 0.5 | $1-\sqrt{2} / 2$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | $\sqrt{2}-1$ | $1-\sqrt{2} / 2$ |  |  |
| 0 | 0 | 0 | 0 |  |
| 1 | $-\sqrt{2}+1$ | $\sqrt{2}-1$ | 1 | 0 |
| $p_{i}$ | 0.5 | 0.5 |  |  |
| $\hat{p}_{i}$ | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{1}{6}$ | $\frac{1}{6}$ |

By this choice of the parameters $\gamma, \beta_{21}, \beta_{31}, \beta_{32}, \alpha_{3}$ and $\alpha_{4}$, an attempt to construct an integration scheme which is optimal with regard to the computational work per step and to the simplicity of implementation has been carried out. Since the QNIP is replaced by GE, the most expensive parts of the computational work per successful step are one decomposition, two function calls and two back substitutions. The computational work needed to obtain the coefficient matrix for $k_{1}(i)$ and $k_{2}(i)$ is reduced from $O\left(s^{2}\right)$ to $O(4 s)$ arithmetic operations by the use of matrix $\bar{A}=$ $(1-\sqrt{2} / 2)^{-1} h^{-1} A$ instead of $\boldsymbol{A}=I-h(1-\sqrt{2} / 2) \boldsymbol{A}\left(t_{n}+h / 2\right)$. Vector $k_{3}(h)$ is computed before the computation of $k_{1}(h)$ and $k_{2}(h)$. In this way it is not necessary to recompute $k_{3}(h)$ when the step is rejected and has to be repeated with a smaller stepsize. The step is not rejected immediately after obtaining $\left\|\hat{y}_{n+1}-y_{n+1}\right\|_{2}>\varepsilon$. First the code will attempt to perform extrapolation as follows. Vectors $y_{n+2}$ and $y_{n+2}^{*}$ are calculated using starting values $y_{n+1}$ and $y_{n}$ and stepsizes $h$ and $2 h$, respectively. Only the basic method (the 2-stage MDIRKM) is used in these calculations. The approximation $y_{n+2}$ is accepted if $\left\|y_{n+2}-y_{n+2}^{*}\right\|_{2} / 7 \leqq \varepsilon$ and in the next several steps only this extrapolation rule is used. If the extrapolation rule fails, then the stepsize $h_{n+1}=h$ is reduced and $y_{n+1}$ is recomputed by (6.1). During the use of the extrapolation rule, the code takes 2 small steps and 1 large step. When we count the steps we give the number of the small steps. The code uses 1.5 decompositions, 3 back substitutions and 1.5 function calls per successful small step when the extrapolation rule is used.

Now we are ready to present some numerical results. Two very simple but illustrative examples are given below.

Example 6.1. Consider the problem

$$
\begin{equation*}
y^{\prime}=A \sin ^{2}\left(\frac{t}{40}\right)(y-0.01 t)+0.01, \quad y(0)=1, \cdot t \in[0,100], \quad A<0 . \tag{6.2}
\end{equation*}
$$

The exact solution of the problem is $y(t)=0.01 t+\exp [A(t / 2-10 \sin (t / 20)]$. If $-A$ is small, then $f$ and $f_{y}^{\prime}$ are not very quickly varying in $t$, but when $-A$ is large they are.

The results given in Table 4 show that the computational work in the integration process practically does not depend on the magnitude of parameter $A$.

Example 6.2. Let us consider a more stringent problem:

$$
\begin{equation*}
y^{\prime}=A \sin ^{2}\left(\frac{t}{2}\right)(y-t)+1, \quad y(0)=1, \quad t \in[0,100], \quad A<0 . \tag{6.3}
\end{equation*}
$$

Table 4
Numerical results obtained in the integration of (6.2). Error tolerance $\varepsilon=10^{-1}$.

| $-A$ | Steps | Decompositions | Function calls | Substitutions | Accuracy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 15 | 15 | 31 | 30 | $2.5 E-2$ |
| 50 | 18 | 24 | 35 | 59 | $5.0 E-2$ |
| 500 | 18 | 27 | 32 | 54 | $7.4 E-2$ |
| $10^{5}$ | 19 | 29 | 23 | 58 | $5.1 E-2$ |
| $10^{10}$ | 17 | 27 | 29 | $5.0 E-2$ |  |

The exact solution of the problem is $y(t)=t+\exp [A(t / 2-\sin t / 2)]$. If $-A$ is large the functions $f$ and $f_{y}^{\prime}$ are varying very quickly in $t$; moreover, $f$ is also varying in $y$.

It is seen from Table 5 that the computational work increases when $-\boldsymbol{A}$ becomes large, but not very fast.

Table 5
Numerical results obtained in the integration of (6.3). Error tolerance $\varepsilon=10^{-1}$.

| $-\boldsymbol{A}$ | Steps | Decompositions | Function calls | Substitutions | Accuracy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 15 | 15 | 31 | 30 | $2.2 E-2$ |
| 50 | 28 | 42 | 48 | 84 | $1.0 E-1$ |
| $10^{3}$ | 31 | 47 | 52 | 94 | $1.1 E-1$ |
| $10^{6}$ | 39 | 57 | 66 | 114 | $1.0 E-1$ |

An MDIRKM (as implemented in Y12NBE) has also been used in the solution of some problems of chemical origin ([21], [22]) for which all assumptions made at the beginning of this section hold. The problems and some previous experiments concerning these chemical problems are described in [20].

An implementation of this MDIRKM for linear problems with large and sparse matrices $\boldsymbol{A}(t)$ has also been developed [22]. The sparse matrix algorithm is based on ideas described in [24], [25], [26], [28]. Numerical examples, with $s$ up to 255, are given in [22].

A code based on the use of MDIRKM's and designed for nonlinear problems which have property $\overline{\boldsymbol{S}}$ is under preparation at RECKU (the Regional Computing Centre at the University of Copenhagen).
7. Some concluding remarks. It is necessary to emphasize that the MDIRKM's will be efficient only when the IVP1 has property $\bar{S}$ (also property $S^{*}$ if the problem is linear) and when $\varepsilon$ is large. If this is not so then the DIRKM's of order $p \geqq 2$ may perform better. If the error tolerance is stringent then the code STRIDE [7], [10], [11], which is based on singly-implicit Runge-Kutta methods ([3], see also [9]; these methods are derived by the use of a transformation proposed in [8]) implemented in a variable stepsize variable formula manner, will work much better than any MDIRKM (whose order cannot exceed 2). This means that the MDIRKM's must be used carefully. If the problem is large and the user can establish that the nonlinear problem which has to be solved has property $\bar{S}$, then the use of MDIRKM's will normally be efficient (and sometimes very efficient). Often the problem has property $\bar{S}$ only on a part of the integration interval. If this is so the MDIRKM's should be used in conjunction with some other methods (STRIDE). The use of MDIRKM's with linear problems which have property $\bar{S}$ and even $S^{*}$ is also very efficient. If the problem is not large (say, $s \leqq 10$ ), if $\varepsilon$ is large and if the QNIP is replaced by GE (as in Y12NBF), then the MDIRKM's will be efficient also for linear problems which have property $S$; the computational cost of the decompositions is not very large (in comparison with the computational cost for the back substitutions) and the extra decompositions will be compensated by a great reduction of the numbers of function calls and back substitutions. If the problem is linear and large, then matrix $A(t)$ is usually sparse and some sparse technique can easily be implemented, and the use of MDIRKM's is again efficient if the above conditions are satisfied. Note that large linear problems (1.1) arise often in practice (e.g., in the solution of some parabolic partial differential equations [27], or in chemistry [22], and an investigation of the properties of the problem may result in a considerable improvement of the efficiency of the numerical integration when the right method is chosen.

Acknowledgments. Section 4 has been written following the constructive comments on a previous version of this paper made by an unknown referee. The author would like to thank him very much for the helpful suggestions.
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# AN INTERVAL ANALYSIS APPROACH TO RANK DETERMINATION IN LINEAR LEAST SQUARES PROBLEMS* 
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#### Abstract

The linear least squares problem $A \mathbf{x} \cong \mathbf{b}$ has a unique solution only if the matrix $\boldsymbol{A}$ has full column rank. Numerical rank determination is difficult, especially in the presence of uncertainties in the elements of $A$. This paper proposes an interval analysis approach. We define a set of matrices $A^{I}$ that contains all possible perturbations of $A$ due to uncertainties and say that $A^{I}$ is rank deficient if any member of $A^{I}$ is rank deficient. A modification to the $Q R$ decomposition method of solution of the least squares problem allows a determination of the rank of $A^{I}$ and a partial interval analysis of the solution vector $\mathbf{x}$. This procedure requires the computation of $R^{-1}$. Another modification is proposed which determines the rank of $A^{I}$ without computing $R^{-1}$. The additional computational effort is $O\left(n^{2}\right)$, where $n$ is the column dimension of $A$.
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## 1. Introduction. The linear least squares problem

$$
\begin{equation*}
A \mathbf{x} \cong \mathbf{b} \tag{1.1}
\end{equation*}
$$

has a unique solution only if the matrix $\boldsymbol{A}$ is of full column rank. Numerical determination of rank is not always easy, especially in light of uncertainties in the elements of $\boldsymbol{A}$. It is often the case that $\boldsymbol{A}=\left(a_{i j}\right)$ is known to be correct only within certain tolerances, and the desired but unknown $\hat{\boldsymbol{A}}=\left(\hat{a}_{i j}\right)$ satisfies

$$
\begin{equation*}
\hat{a}_{i j}=a_{i j}+\psi_{i j}, \quad\left|\psi_{i j}\right| \leqq \max \left(\gamma_{i j}\left|a_{i j}\right|, \zeta_{i j}\right), \tag{1.2}
\end{equation*}
$$

where $\gamma_{i j}, \zeta_{i j}$ are relative and absolute error bounds. The uncertainty in $\hat{A}$ may cause rather large uncertainties in the solution $\mathbf{x}$. If any $\hat{\boldsymbol{A}}$ in (1.2) is rank deficient, then a numerical solution may be completely unreasonable.

It is essential that algorithms designed to solve linear least squares problems address the question of rank deficiency. A complete answer would require an extensive interval analysis and the arrays of bounds $\left(\gamma_{i j}\right)$ and ( $\zeta_{i j}$ ) (cf. Hanson and Smith, [7], [8]). For the most part this extra computation is unwarranted. In this paper, we address the situation where the matrix is assumed to be of full rank. The most efficient algorithm for this case is the $Q R$ decomposition of $A$ based upon Householder reflections (Golub [5]). We will show that a minor modification of this algorithm will yield bounds that help determine the rank of the numerically uncertain matrix $\boldsymbol{A}$.

The algorithms proposed here yield as much information about the possible rank deficiency of $\boldsymbol{A}$ as a singular value decomposition (Golub and Kahan [4]). The computational cost of a singular value decomposition is difficult to predict because of the iterative part of the algorithm (cf. Lawson and Hanson [10, p. 122]). As a general rule, the total cost is 2 to 8 times that of the fixed part of the algorithm. The algorithms proposed here are less costly than even the fixed portion of the singular value decomposition.
1.1. Notation. We will use the following notation. Capital letters will denote matrices, boldface small letters will denote vectors, and small letters will denote scalars.

[^42]The $m \times n(m \geqq n)$ real-valued matrix

$$
\boldsymbol{A}=\left(a_{i j}\right)=\left(\begin{array}{llll}
\mid & \mid & & \mid \\
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{n}
\end{array}\right) .
$$

has a singular value decomposition

$$
A=U \Sigma V^{*}, \quad \Sigma=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{n}\right), \quad 0 \leqq \sigma_{n} \leqq \cdots \leqq \sigma_{1}
$$

where $U_{m \times n}$ and $V_{n \times n}$ are unitary matrices. We will use the vector norms

$$
\begin{aligned}
& \|\mathbf{v}\|_{\infty}=\max _{i}\left|v_{i}\right| \\
& \|\mathbf{v}\|_{1}=\sum_{i}\left|v_{i}\right| \\
& \|\mathbf{v}\|_{2}=\left(\sum_{i}\left|v_{i}\right|^{2}\right)^{1 / 2},
\end{aligned}
$$

and matrix norms

$$
\begin{aligned}
& \|A\|_{\infty}=\max _{i} \sum_{j}\left|a_{i j}\right|, \\
& \|A\|_{1}=\max _{j} \sum_{j}\left|a_{i j}\right|=\max _{j}\left\|\mathbf{a}_{j}\right\|_{1}, \\
& \|A\|_{2}=\max _{\|\mathbf{x}\|_{2}=1}\|A \mathbf{A}\|_{2}=\sigma_{1}, \\
& \|A\|_{F}=\left(\sum_{i, j}\left(a_{i j}\right)^{2}\right)^{1 / 2}=\left(\sum_{i} \sigma_{i}^{2}\right)^{1 / 2} .
\end{aligned}
$$

The 2-norm may appear without subscript. The vector $\mathbf{e}_{j}$ will denote the $j$ th basis vector and $\mathbf{e}=(1,1, \cdots, 1)^{T}$. We will let $C_{i}(A)=\|A\|_{i}\left\|A^{+}\right\|_{i}$, where $A^{+}$is the pseudoinverse of $A$ (Moore-Penrose generalized inverse), be the condition of $\boldsymbol{A}$ in the appropriate norm.
1.2. Problem definition. Consider the set of matrices that includes all perturbations in (1.2). Let

$$
\begin{equation*}
\boldsymbol{A}_{0}^{I}=\left\{A+\Psi:\left|\psi_{i j}\right| \leqq \max \left(\gamma_{i j}\left|a_{i j}\right|, \zeta_{i j}\right)\right\} . \tag{1.3}
\end{equation*}
$$

We will say that $A_{0}^{I}$ is of full rank if every $\hat{A} \in A_{0}^{I}$ is of full rank. A subset of columns of $A_{0}^{I}$ will be said to be linearly independent if there exists no $\hat{A} \in A_{0}^{I}$ whose corresponding columns are linearly dependent. An independent set of interval columns will be said to be maximal if no larger independent set includes it. The Rank ( $\boldsymbol{A}_{0}^{I}$ ) will be the cardinality of the largest maximal independent set of columns of $\boldsymbol{A}_{0}^{I}$. This yields

$$
\begin{equation*}
\operatorname{Rank}\left(A_{0}^{I}\right) \leqq \min _{\hat{A} \in A_{0}} \operatorname{Rank}(\hat{A}) \tag{1.4}
\end{equation*}
$$

Notice that $\left\{\mathbf{a}_{i}^{I}, \mathbf{a}_{j}^{I}\right\}$ and $\left\{\mathbf{a}_{i}^{I}, \mathbf{a}_{k}^{I}\right\}$ may both be dependent sets, while $\left\{\mathbf{a}_{j}^{I}, \mathbf{a}_{k}^{I}\right\}$ may be an independent set. In fact, one can construct matrices for which the inequality in (1.4) is strict. However, if the right-hand side equals $n$, then equality holds.

A desirable result would be to find a largest maximal independent set of columns of $A_{0}^{I}$ and produce an interval solution $\mathbf{x}^{I}$ that contains all possible solutions based upon this maximal set. Such a result is possible but requires an inordinate amount of
computation and storage (cf. Moore [13], Hanson and Smith [7], [8]). The goal of this paper is to obtain as much of this information as possible at a moderate increase in computation and storage over the Businger-Golub $Q R$ decomposition method (Businger and Golub [2]).

Consider a larger interval matrix in which the error bounds are the same throughout each column. Let

$$
\begin{align*}
\gamma_{i} & =\max _{i}\left|\gamma_{i j}\right|, \quad \zeta_{j}=\max _{i}\left|\zeta_{i j}\right|, \\
A_{1}^{I} & =\left\{A+\Psi:\left|\psi_{i j}\right| \leqq \max \left(\gamma_{j}\left|a_{i j}\right|, \zeta_{j}\right)\right\} . \tag{1.5}
\end{align*}
$$

One can picture $A_{1}^{I}$ as a matrix each of whose columns is represented by an $m$ dimensional box in $R^{m}$ with sides parallel to the axes. The Householder reflections used in the $Q R$ decomposition rotate the vector about the origin. The sides of the box may no longer be parallel to the axes. For that reason we enclose the box in a ball. Let

$$
\begin{align*}
\varepsilon_{j} & =\left(\sum_{i=1}^{m} \max \left(\gamma_{j}\left|a_{i j}\right|, \zeta_{j}\right)^{2}\right)^{1 / 2}, \\
A_{2}^{I} & =\left\{A+\Psi:\left\|\boldsymbol{\Psi}_{j}\right\|_{2} \leqq \varepsilon_{i}, j=1, \cdots, n\right\} \tag{1.6}
\end{align*}
$$

Finally, consider an interval definition based upon the Frobenius norm. Let

$$
\begin{align*}
\varepsilon & =\left(\sum_{i=1}^{n} \varepsilon_{j}^{2}\right)^{1 / 2}, \\
A_{F}^{I} & =\left\{A+\Psi:\|\Psi\|_{F} \leqq \varepsilon\right\} . \tag{1.7}
\end{align*}
$$

This is the interval matrix underlying methods based upon singular values.
Notice that

$$
\begin{equation*}
A_{0}^{I} \subseteq A_{1}^{I} \subseteq A_{2}^{I} \subseteq A_{F}^{I} \tag{1.8}
\end{equation*}
$$

In this paper we will use $\boldsymbol{A}_{2}^{I}$. It has the property that the set of perturbations is invariant to multiplication by a unitary matrix. While rank determination based upon $\boldsymbol{A}_{2}^{I}$ is not as precise as that based upon $\boldsymbol{A}_{0}^{I}$, it is preferable to rank based upon $\boldsymbol{A}_{F}^{I}$.
1.3. Overview. We will show in $\S 2$ that, while singular value decomposition yields a partial answer to the rank of $A_{2}^{I}$, an equally definitive answer can be garnered from a $Q R$ decomposition and inspection of quantities related to $\left\|R^{-1}\right\|_{1}$. The latter can be established with less computation effort. In § 3, an algorithm will be proposed that constructs a maximal set of independent columns of $A_{2}^{I}$. Further, a partial interval analysis of $\mathbf{x}^{I}$ will be presented. This algorithm requires the construction of $R^{-1}$ as the $Q R$ decomposition proceeds but remains computationally more efficient than singular value decomposition. In $\S 4$, it will be shown that a maximal set of columns may be determined without construction of $R^{-1}$. The additional computation over the $Q R$ decomposition is $O\left(n^{2}\right)$. Section 5 will discuss numerical results.

This work is similar in nature to that of Golub, Klema and Stewart [6]. There the goal is to find an acceptable reduced rank solution based upon $\boldsymbol{A}_{F}^{I}$. Their algorithm compares solutions based upon numerical pseudoinverses of different ranks. Here we assume full rank and only consider reduced rank solutions when rank deficiency is detected. No comparison between reduced rank solutions is presented. Their algorithm requires more work and assumes less information about the uncertainties in $A$.

The bounds established in $\S 4$ are similar in nature to those of Cline, Moler, Stewart and Wilkinson [3] and the $O(n)$ bounds of Anderson and Karasalo [1] and Karasalo [9]. These papers deal with lower and upper bounds of $C_{1}(R)$ respectively. The bounds of $\S 4$ also yield upper and lower bounds of $C_{1}(R)$. The lower bound is similar to that of Cline et al., and the upper bound will be better than that of Anderson and Karasalo. Moreover, upper and lower bounds are constructed for each column. These bounds are used to determine the independence of the columns. When the gap between the upper and lower bounds leaves independence in question, the exact value is computed.

In [1], [3], [9], the upper and lower bounds are used to estimate the smallest singular value, which is in turn used to define numerical rank. One aim of this work is to show that these bounds are as viable as the smallest singular value in detecting rank deficiency. Indeed, the singular value bounds must be based upon $\boldsymbol{A}_{F}^{I}$ which may be considerably larger than $\boldsymbol{A}_{2}^{I}$.

This analysis precludes an accurate rank determination when a weighted least squares solution is sought in which the weights vary greatly in magnitude. Singular value analysis fails here as well. This case has been examined by Powell and Reid [15] and Manteuffel [12].
2. Rank of $\boldsymbol{A}_{\mathbf{2}}^{\boldsymbol{I}}$. For convenience we will first assume that the columns of the matrix $\boldsymbol{A}$ have been scaled so that the uncertainty is the same in each. This does not affect the solution of (1.1). Later we will lift this restriction. We have

$$
\begin{equation*}
\boldsymbol{A}_{2}^{I}=\left\{\boldsymbol{A}+\Psi:\left\|\boldsymbol{\Psi}_{j}\right\|_{2} \leqq \varepsilon, j=1, \cdots, n\right\} . \tag{2.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Psi_{2}^{I}=\left\{\Psi:\left\|\boldsymbol{\psi}_{j}\right\|_{2} \leqq \varepsilon, j=1, \cdots, n\right\} . \tag{2.2}
\end{equation*}
$$

2.1. Tests based on singular values. While singular values can be used to accurately determine Rank ( $\boldsymbol{A}_{F}^{I}$ ), they are imprecise for determining the more desirable Rank ( $\boldsymbol{A}_{2}^{I}$ ). We have the following well-known result.

Theorem 2.1. If $\sigma_{k} \leqq \varepsilon$, then Rank $\left(A_{2}^{I}\right)<k$. If $\sigma_{k}>\varepsilon \sqrt{n}$, then Rank $\left(A_{2}^{I}\right) \geqq k$.
Proof. Notice that if $\Psi \in \Psi_{2}^{I}$, then $\|\Psi\|_{F} \leqq \varepsilon \sqrt{n}$. Further, notice that if $\|\Psi\|_{F} \leqq \varepsilon$, then $\Psi \in \Psi_{2}^{I}$. The theorem follows from well-known results on singular values (cf. Stewart [14, p. 320)]).

Thus, the singular values will determine the rank deficiency of $A_{2}^{I}$ to within $\sqrt{n}$. In general, the $\sqrt{n}$ cannot be omitted.
2.2. Tests based on $\boldsymbol{R}^{\mathbf{- 1}}$. Rank tests based upon $\left\|R^{-1}\right\|_{1}$ give similar results. First, let

$$
\begin{align*}
R^{-1} & =\Delta=\left(\delta_{i j}\right), \\
\rho_{j} & =\left\|\boldsymbol{\delta}_{j}\right\|_{1}=\sum_{i=1}^{j}\left|\delta_{i j}\right| ; \tag{2.3}
\end{align*}
$$

then

$$
\begin{equation*}
\rho=\left\|R^{-1}\right\|_{1}=\max _{j} \rho_{j} . \tag{2.4}
\end{equation*}
$$

Theorem 2.2. Let $\left\{p_{j i}\right\}_{l=1}^{k}$ be a subset of the $\rho_{j}$ 's. If

$$
\left(\sum_{l=1}^{k} \rho_{i_{i}}^{2}\right)^{1 / 2}<\frac{1}{\varepsilon}
$$

then $\operatorname{Rank}\left(A_{2}^{I}\right) \geqq k$.

Proof. Let $A=Q R$ be the $Q R$ decomposition of $A$. If we assume $R$ is of full rank, then $\operatorname{Rank}(A+\Psi)=\operatorname{Rank}\left(I+Q^{*} \Psi R^{-1}\right)$. If $k=n$, we have

$$
\begin{aligned}
\left\|\Psi R^{-1}\right\|_{F} & =\left(\sum_{i=1}^{n}\left\|\sum_{i=1}^{n} \boldsymbol{\psi}_{i} \delta_{i j}\right\|_{2}^{2}\right)^{1 / 2} \\
& \leqq\left(\sum_{j=1}^{n}\left(\sum_{i=1}^{n}\left\|\boldsymbol{\psi}_{i}\right\| \delta_{i j} \mid\right)^{2}\right)^{1 / 2} \\
& \leqq \varepsilon\left(\sum_{j=1}^{n} \rho_{j}^{2}\right)^{1 / 2}<1 .
\end{aligned}
$$

If $k<n$, consider the submatrix of $\Psi R^{-1}$ consisting of those columns associated with the $\rho_{j}$ 's in the subset. Denote this by $\left(\Psi R^{-1}\right)_{k}$. Again we have

$$
\left\|\left(\Psi R^{-1}\right)_{k}\right\|_{F}<1,
$$

which implies that these $k$ columns of ( $I+Q^{*} \Psi R^{-1}$ ) are linearly independent for every $\Psi \in \Psi_{2}^{I}$. The case in which $R$ is singular is proved similarly.

The next result yields a more convenient form for rank determination.
Theorem 2.3. If $\rho \geqq 1 / \varepsilon$, then $A_{2}^{I}$ is rank deficient. If $\rho<1 / \varepsilon \sqrt{n}$, then $A_{2}^{I}$ is of full rank.

Further, if $k=\operatorname{card}\left\{\rho_{j}: \rho_{j}<1 / \varepsilon \sqrt{n}\right\}$, then $\operatorname{Rank}\left(A_{2}^{I}\right) \geqq k$.
Proof. If $A=Q R$ is the $Q R$ decomposition of $A$, then the matrix $\hat{A}=A+\Psi$, $\Psi \in \Psi_{2}^{I}$, has the same linearly independent sets of columns as the matrix $Q^{*}(A+\Psi)=$ $R+\Phi$. Note that $\Phi \in \Psi_{2}^{I}$.

Assume $\rho_{k} \geqq 1 / \varepsilon$ for some $k$. Define $\Psi$ such that $\Psi_{i}=-\operatorname{sign}\left(\delta_{i k}\right) / \rho_{k} Q \mathbf{e}_{k}$. We have $\Psi \in \Psi_{2}^{I}$, and it is easy to show that $(R+\Phi)\left(R^{-1} \mathbf{e}_{k}\right) \equiv \mathbf{0}$. Thus, $A_{2}^{I}$ is rank deficient.

The last two results follow from Theorem 2.2.
This result is sharp in that the $\sqrt{n}$ cannot be omitted. Suppose $\boldsymbol{A}$ is such that $R^{-1} \geqq 0$ and $\rho_{j}=-1 / \varepsilon \sqrt{n}, j=1, \cdots, n$. Then let $\Psi$ be such that $\psi_{i}=(-\varepsilon / \sqrt{n}) Q \mathbf{e}$, ( $\mathbf{e}=\sum_{i=1}^{n} \mathbf{e}_{i}$ ). We have $\Psi \in \Psi_{2}^{I}$, and

$$
\left(R+Q^{*} \Psi\right)\left(R^{-1} \mathbf{e}\right)=0
$$

Thus, $\boldsymbol{A}$ is rank deficient. On the other hand, suppose

$$
R^{-1}=\rho\left(\begin{array}{rrr}
1 & \frac{1}{2} & \frac{1}{3} \\
0 & \frac{1}{2} & -\frac{1}{3} \\
0 & 0 & \frac{1}{3}
\end{array}\right)
$$

One can show that for $1 / \varepsilon \sqrt{n} \leqq \rho<3 / \varepsilon \sqrt{22}$ we have $\operatorname{Rank}\left(A_{2}^{I}\right)=n$.
2.3. Implicit scaling. Consider again the interval matrix (1.6) with perhaps different bounds for each column. A singular value analysis without first scaling the columns yields no information about $\boldsymbol{A}_{2}^{I}$. This is not a major drawback, in that column scaling so that the uncertainty is equal in each column is a standard practice. However, this scaling can be handled implicitly when bounds are based upon $R^{-1}$. Suppose $A \in A_{2}^{I}$. Let $E=\operatorname{diag}\left(\varepsilon_{1}, \cdots, \varepsilon_{n}\right)$; then $A E^{-1} \in A_{2}^{I}$, where now $\varepsilon=\varepsilon_{j}=1, j=1, \cdots, n$. The results of $\S 2.2$ apply with $R$ replaced $R E^{-1}$ and $\varepsilon$ replaced by 1 . The $\rho_{j}$ 's must be replaced by

$$
\begin{equation*}
\rho_{i}=\left\|E \boldsymbol{\delta}_{j}\right\|_{1}=\sum_{i=1}^{j}\left|\delta_{i j}\right| \varepsilon_{i} . \tag{2.5}
\end{equation*}
$$

2.4. Operation count. A singular value decomposition involves an iteration and so it is difficult to accurately predict how much computational effort is required. If the algorithm of Golub and Kahan [4] is used, the fixed computational effort is approximately $2 m n^{2}$ floating point operations. ${ }^{1}$ If a $Q R$ decomposition is followed by a singular value decomposition, the fixed computation is $m n^{2}+5 n^{3} / 6$ (Lawson and Hanson [10, p. 122]). The $Q R$ decomposition requires $m n^{2}-n^{3} / 3$ operations. Once $R$ is known, the quantities $\rho_{j}$ in (2.5) may be computed by successive back solves requiring $n^{3} / 6$ operations and $n$ words of storage. Thus, the $Q R$ algorithm with rank determination based upon $\left\|R^{-1}\right\|_{1}$ is computationally more efficient than singular value decomposition for determining the rank of $\boldsymbol{A}_{2}^{I}$.

There are other advantages to computing $R^{-1}$. These will be discussed in $\S 3$. In § 4, bounds will be developed that yield much of the same information with only $O\left(n^{2}\right)$ extra computation.
3. Constructing a maximal set. In this section an algorithm will be presented which constructs a maximal set of independent columns. Also, bounds on the interval solution based upon this maximal set are established.
3.1. The algorithm. Consider the $Q R$ decomposition of $A$. As in the BusingerGolub algorithm (Businger and Golub [2]), the upper triangular matrix $R=A^{(n)}$ is computed in $n$ steps, where

$$
\begin{equation*}
A^{(k+1)}=H^{(k)} P_{r}^{(k)} A^{(k)} P_{c}^{(k)} \tag{3.1}
\end{equation*}
$$

$P_{r}^{(k)}, P_{c}^{(k)}$ are row and column permutation matrices, and $H^{(k)}$ is the Householder reflection matrix that zeros out the subdiagonal elements of the $(k+1)$ st column of $P_{r}^{(k)} A^{(k)} P_{c}^{(k)}$.

Let us denote

$$
A^{(k)}=\left(\begin{array}{cc}
R_{11}^{(k)} & R_{12}^{(k)}  \tag{3.2}\\
0 & R_{22}^{(k)}
\end{array}\right)
$$

where $R_{11}^{(k)}$ is $k \times k$ and upper triangular. The elements of $R_{11}^{(k)}$ and $R_{12}^{(k)}$ are fixed (up to column interchanges in $R_{12}^{(k)}$ ) for step $k+1, \cdots, n$. We can construct the inverse of $R$ as we proceed. Consider the matrix

$$
\begin{equation*}
\Delta^{(k)}=\left(\delta_{i j}^{(k)}\right), \tag{3.3}
\end{equation*}
$$

where the elements are updated at each step according to the formulas

$$
\begin{equation*}
\delta_{k k}^{(k)}=\frac{1}{r_{k k}} \tag{3.4}
\end{equation*}
$$

for $i=1, \cdots, k-1$,

$$
\begin{equation*}
\delta_{i k}^{(k)}=-\delta_{k k}^{(k)} \delta_{i k}^{(k-1)} \tag{3.5}
\end{equation*}
$$

for $j=k+1, \cdots, n$, for $i=1, \cdots, k-1$,

$$
\begin{equation*}
\delta_{i j}^{(k)}=\delta_{i j}^{(k-1)}+\delta_{i k}^{(k)} r_{k j}^{(k)}, \quad \delta_{k j}^{(k)}=\delta_{k k}^{(k)} r_{k j}^{(k)} . \tag{3.6}
\end{equation*}
$$

We may write

$$
\Delta^{(k)}=\left(\begin{array}{cc}
\Delta_{11}^{(k)} & \Delta_{12}^{(k)}  \tag{3.7}\\
0 & \Delta_{22}^{(k)}
\end{array}\right),
$$

[^43]where
\[

$$
\begin{equation*}
\Delta_{11}^{(k)}=\left(\boldsymbol{R}_{11}^{(k)}\right)^{-1}, \quad \Delta_{12}^{(k)}=\left(\boldsymbol{R}_{11}^{(k)}\right)^{-1} \boldsymbol{R}_{12}^{(k)} \tag{3.8}
\end{equation*}
$$

\]

and $\Delta_{22}^{(k)}$ is as yet undefined.
After $k$ steps, the first $k$ columns of $\Delta$ are fixed. We may compute $\rho_{j}, j=1, \cdots, k$ using (2.5). Further, we may examine the columns $k+1, \cdots, n$ in order to determine which column should be ordered next. In the Businger-Golub algorithm the column permutation is chosen to make $r_{k+1, k+1}$ as large as possible. Here we choose column $k+1$ to make $\rho_{k+1}$ as small as possible. Let $\mathbf{s}^{(k)}$ be the vector such that $s_{j}^{(k)}$ contains the $\|\cdot\|_{2}$ of the corresponding column of $R_{22}^{(k)}$. For $j=k+1, \cdots, n$ let

$$
\begin{equation*}
\rho_{j}^{(k+1)}=\frac{1}{s_{j}^{(k)}}\left(\varepsilon_{k+1}+\sum_{i=1}^{k}\left|\sigma_{i j}^{(k)}\right| \varepsilon_{i}\right) . \tag{3.9}
\end{equation*}
$$

If column $j$ were to be chosen to be permuted to the $(k+1)$ st position, the resulting $\rho_{k+1}$ would be given by $\rho_{j}^{(k+1)}$. We then choose the column order so that

$$
\begin{equation*}
\rho_{k+1}^{(k+1)} \leqq \rho_{j}^{(k+1)}, \quad j=k+1, \cdots, n . \tag{3.10}
\end{equation*}
$$

(It should be noted that, even though $\rho_{k}$ is chosen to be as small as possible at each step, the inequality $\rho_{k} \leqq \rho_{k+1}$ might not necessarily hold.)

This strategy has two motivations. The first is that it facilitates the construction of a maximal set. Suppose we let $k_{2}=n$ and $k_{1}=0$ before the first step. Let us assume that $\rho_{j}<1, j \leqq k$. If $\rho_{j}^{(k+1)}>1$ for some $k<j \leqq k_{2}$, then the interval columns $\left\{\mathbf{a}_{1}^{I}, \cdots, \mathbf{a}_{k}^{I}, \mathbf{a}_{j}^{I}\right\}$ are linearly dependent. Column $j$ may not be used in computing a maximal set. This column should be put in position $k_{2}$ and $k_{2}$ set to $k_{2}-1$. Only the first $k_{2}$ columns need be considered further. Now suppose $\rho_{j}^{(k+1)}<1, j=k+1, \cdots, k_{2}$. The column with the smallest of these is placed in the $k+1$ st position. Let $k_{1}$ be the number of elements of the largest subset of the first $k+1$ columns such that $\sum \rho_{j}^{2}<1$ for this subset. By Theorem 2.2 and $\S 2.3$, we have $k_{1} \leqq \operatorname{Rank}\left(A_{2}^{I}\right)$.

If this process is continued until $k=k_{2}$, we will have constructed a set of columns to which no other column may be added. If $k_{1}=k_{2}$, this is a maximal set. If $k_{1}<k_{2}$, the set of columns contains a maximal set which in turn contains the subset of columns used to determine $k_{1}$. In practice, $k_{1}=k_{2}$ with few exceptions (see $\S 5$ ).

The second motivation for choosing $\rho_{k+1}$ as small as possible at step $k+1$ stems from a forward analysis of the growth of uncertainty and roundoff error. In Manteuffel [11] it is shown that the column with the smallest relative uncertainty should be reflected out first. The theorems of $\S 2$ may be used to show that the $\rho$ 's provide upper and lower bounds on the relative uncertainty. If $\hat{A}=A+\Psi, \Psi \in \Psi_{2}^{I}$ is decomposed using the same row and column pivot order as $A$, we will have $\hat{R}=R+\Omega$, where $\Omega$ is also upper triangular. From Theorem 2.2 and $\S 2.3$, we have

$$
\begin{equation*}
\left|\omega_{k k}\right| \leqq\left(\sum_{j=1}^{k} \rho_{j}^{2}\right)^{1 / 2}\left|r_{k k}\right|, \quad k=1, \cdots, n, \tag{3.11}
\end{equation*}
$$

where $\omega_{k k}$ is the $k$ th diagonal element of $\Omega$. From Theorem 2.3 and $\S 2.3$, we know that for each $k$ there is some $\Psi \in \Psi_{2}^{I}$ such that $\left|\omega_{k k}\right| \geqq \rho_{k}\left|r_{k k}\right|$. Notice that if the absolute uncertainty were the same in each column, then the column with the smallest relative uncertainty would correspond to the longest column, as in the Businger-Golub algorithm. The choice of the first column affects the size of the uncertainty in the columns of $R_{22}^{(1)}$. If one were to rescale at each step so that the absolute uncertainty
were the same for each column of $R_{22}^{(k)}$, then the algorithm presented here would be similar to that of Businger and Golub.

It is also shown in Manteuffel [11] (see also Powell and Reid [15]) that the growth of uncertainty and roundoff errors may be reduced by choosing $H^{(k+1)}$ to reflect the first column of $R_{22}^{(k)}$ onto the nearest basis element. This may be accomplished by ordering the rows so that the element of the first column of $R_{22}^{(k)}$ with the largest absolute value appears at the top of the column.

The overall cost of this algorithm is $m n^{2}$ arithmetic operations. The $Q R$ decomposition requires $m n^{2}-n^{3} / 3$ operations, construction of $\Delta$ requires $n^{3} / 6$ operations and the selection of $\rho$ requires $n^{3} / 6$ operations. This is still less than the fixed number of operations required for a singular value decomposition, which is the smaller of $m n^{2}+5 n^{3} / 3$ or $2 m n^{2}$. Note that $\Delta$ may be constructed over $R$ so that the only extra storage needed is for the vector $\rho$. The extra computation required to select the column pivot may be unwarranted. In § 4, upper and lower bounds on $\rho_{k}$ are constructed at a cost of $O\left(n^{2}\right)$ operations and the pivot strategy may be based upon these. In fact, these bounds do not require the construction of $\Delta$. However, $\Delta$ may provide information about $\mathbf{x}^{I}$, the interval solution.
3.2. Bounds on uncertainty. Once $\Delta=R^{-1}$ has been constructed, both $\left\|R^{-1}\right\|_{1}$ and $\left\|R^{-1}\right\|_{\infty}$ may also be computed. The norms $\|R\|_{1}$ and $\|R\|_{\infty}$ can be computed during the decomposition. With these and the bound $C_{2}(A) \leqq \sqrt{C_{1}(A) C_{\infty}(A)}$, one can analyze the relative uncertainty in the various norms; that is, the quantity

$$
\frac{\|\mathbf{x}-\hat{\mathbf{x}}\|}{\|\mathbf{x}\|}
$$

where $\hat{\mathbf{x}}$ is the solution of a perturbed system $\hat{\boldsymbol{A}} \hat{\mathbf{x}}=\hat{\mathbf{b}}$, can be bounded (cf. Stewart [14, p. 223]).

We can also look at the term by term uncertainty to bound $\mathbf{x}^{I}$. Let $\hat{A}=A+\Psi$, $\Psi \in \Psi_{2}^{I}, \hat{\mathbf{b}}=\mathbf{b}+\boldsymbol{\psi}_{N+1},\left\|\boldsymbol{\psi}_{N+1}\right\|_{2} \leqq \varepsilon_{N+1}$.

If we multiply both equations by $Q$ we have

$$
R \mathbf{x}=\mathbf{g}, \quad(R+\Phi) \hat{\mathbf{x}}=\mathbf{g}+\mathbf{f},
$$

where $\Phi \in \Psi_{2}^{I},\left\|\mathbf{f}_{2}\right\| \leqq \varepsilon_{N+1}$. We can write

$$
(\mathbf{x}-\hat{\mathbf{x}})=R^{-1}(\mathbf{f}-\Phi \hat{\mathbf{x}})
$$

and

$$
\begin{align*}
\left|x_{i}-\hat{x}_{i}\right| & =\left|\sum_{k} \delta_{i k} f_{k}-\sum_{j}\left(\sum_{k} \delta_{i k} \phi_{k j}\right) \hat{x}_{j}\right| \\
& \leqq \sum_{k}\left|\delta_{i k}\right|\left|f_{k}\right|+\sum_{j}\left(\sum_{k}\left|\delta_{i k}\right|\left|\phi_{k j}\right|\right)\left|\hat{x}_{j}\right|  \tag{3.12}\\
& \leqq\left\|\boldsymbol{\delta}_{i}^{T}\right\|_{2}\left(\varepsilon_{N+1}+\sum_{j} \varepsilon_{j}\left|\hat{x}_{j}\right|\right),
\end{align*}
$$

where $\delta_{i}^{T}$ represents the $i$ th row of $\Delta=R^{-1}$. For small perturbations we may replace $\left|\hat{x}_{j}\right|$ by $\left|x_{j}\right|$ on the right-hand side. This interval solution is fairly sharp in that we can always construct a perturbation such that

$$
\begin{equation*}
\left|x_{i}-\hat{x}_{i}\right| \geqq\left\|\boldsymbol{\delta}_{i}^{T}\right\|_{2}\left(\varepsilon_{N+1}+\left|\sum_{j} \varepsilon_{i} \hat{x}_{j}\right|\right) . \tag{3.13}
\end{equation*}
$$

Of course, (3.13) cannot be made to hold for all $i$ simultaneously.
4. $O\left(n^{2}\right)$ bounds. In this section, we develop an algorithm that determines a maximal linearly independent set of columns of $A_{2}^{I}$ at an additional cost of $O\left(n^{2}\right)$ operations over the $Q R$ decomposition.
4.1. Upper and lower bounds. Let us again assume that the columns of $A$ have been scaled so that $\varepsilon=\varepsilon_{j} ; j=1, \cdots, n$. We will lift this restriction later. Since $R$ is upper triangular, it is an $H$-matrix. ${ }^{2}$ The corresponding $M$-matrix ${ }^{3}$ is

$$
\begin{equation*}
\bar{R}=\left(\bar{r}_{i j}\right) \quad \bar{r}_{i i}=\left|r_{i i}\right|, \quad \bar{r}_{i j}=-\left|r_{i j}\right|, \quad i \neq j . \tag{4.1}
\end{equation*}
$$

Let us write

$$
\begin{align*}
& R=D(I-T), D=\operatorname{diag}\left(r_{11}, \cdots, r_{n n}\right), \\
& \bar{R}=\bar{D}(I-\bar{T}), \bar{D}=\operatorname{diag}\left(\bar{r}_{11}, \cdots, \bar{r}_{n_{n}}\right) . \tag{4.2}
\end{align*}
$$

Then

$$
\begin{align*}
& R^{-1}=\left(I+T+\cdots+T^{n-1}\right) D^{-1}, \\
& \bar{R}^{-1}=\left(I+\bar{T}+\cdots+\bar{T}^{n-1}\right) \bar{D}^{-1}, \tag{4.3}
\end{align*}
$$

from which we see that

$$
\begin{equation*}
\bar{R}^{-1} \geqq\left|R^{-1}\right| \geqq 0 . \tag{4.4}
\end{equation*}
$$

If we denote $\bar{R}^{-1}=\left(\bar{\delta}_{i j}\right)$, then

$$
\begin{equation*}
\bar{\rho}_{i}=\sum_{i=1}^{j} \bar{\delta}_{i j} \geqq \sum_{i=1}^{j}\left|\delta_{i j}\right|=\rho_{j} . \tag{4.5}
\end{equation*}
$$

Since $\bar{R}^{-1} \geqq 0$, the $\bar{\rho}_{j}$ 's can be computed with a single back solve. Let $\overline{\boldsymbol{\rho}}=\left(\bar{\rho}_{1}, \cdots, \bar{\rho}_{n}\right)^{T}$; then, if $\mathbf{e}=\sum_{i=1}^{n} \mathbf{e}_{i}$, we have

$$
\begin{equation*}
\bar{R}^{-T} \mathbf{e}=\overline{\boldsymbol{\rho}} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\rho}_{i}=\frac{1}{\left|r_{i j}\right|}\left(1+\sum_{i=1}^{i-1}\left|r_{i j}\right| \bar{\rho}_{i}\right) . \tag{4.7}
\end{equation*}
$$

The computation of $\bar{\rho}$ can be carried out during the $Q R$ decomposition and, in fact, $\bar{\rho}_{k}$ will be known after the $k$ th step of the $Q R$ algorithm.

The bounds in Anderson and Karasalo [1] and Karasalo [9] are less expensive to compute, but also less accurate. There, $\bar{R}=\bar{D}(I-\bar{T})$ is replaced by a matrix, say $\tilde{R}=\bar{D}(I-\tilde{T})$, where the nonzero elements of each row of $\tilde{T} \geqq 0$ all have the same value, and $\tilde{R}^{-1} \geqq \bar{R}^{-1} \geqq\left|R^{-1}\right|$. Bounds similar to $\bar{\rho}$ can be computed in $O(n)$ arithmetic, but they will, in general, be less accurate. In light of the fact that the $Q R$ decomposition requires $O\left(m n^{2}\right)$ arithmetic, the $O\left(n^{2}\right)$ arithmetic required to compute $\bar{\rho}$ is not a great burden.

Now, consider (4.6) with $R^{-T}$ in place of $\bar{R}^{-T}$. If we let

$$
R^{-T}\left(\begin{array}{c} 
\pm 1  \tag{4.8}\\
\vdots \\
\pm 1
\end{array}\right)=\left(\begin{array}{c}
\tilde{\rho}_{1} \\
\vdots \\
\tilde{\rho}_{n}
\end{array}\right)
$$

[^44]where the signs are to be chosen later, then we have
$$
\left|\tilde{\rho}_{i}\right|=\left|\sum_{i=1}^{i} \pm \delta_{i j}\right| \leqq \sum_{i=1}^{i}\left|\delta_{i j}\right|=\rho_{j} .
$$

Since $R^{T}$ is lower triangular, we may write

$$
R^{T} \tilde{\boldsymbol{p}}=\left(\begin{array}{c} 
\pm 1  \tag{4.9}\\
\vdots \\
\pm 1
\end{array}\right)
$$

and choose the sign of the $j$ th element of the right-hand side after $\tilde{\rho}_{i}, i<j$, have been computed. We may write

$$
\begin{equation*}
\tilde{\rho}_{j}=\frac{1}{r_{i j}}\left( \pm 1-\sum_{i=1}^{i=1} r_{i j} \tilde{\rho}_{i}\right) \tag{4.10}
\end{equation*}
$$

and choose the sign so that $\left|\tilde{\rho}_{j}\right|$ is as large as possible. Again, $\tilde{\rho}_{k}$ will be known after the $k$ th step of the $Q R$ decomposition. We have then

$$
\begin{equation*}
\left|\tilde{\rho}_{j}\right| \leqq \rho_{j} \leqq \bar{\rho}_{i}, \quad j=1, \cdots, n: \tag{4.11}
\end{equation*}
$$

The lower bounds $\tilde{\boldsymbol{\rho}}$ are computed in much the same manner as certain quantities in Cline, Moler, Stewart and Wilkinson ([3, p. 371]). There they are concerned with what corresponds to $\|\boldsymbol{\rho}\|_{2}$, while here we are concerned with each individual $\left|\tilde{\rho}_{j}\right|$.

Following their development, we can enhance the lower bounds by looking ahead before choosing the sign. Suppose $\tilde{\rho}_{j}, j<k$ have been chosen. Each $\tilde{\rho}_{j}, j \geqq k$ is determined by

$$
\begin{equation*}
r_{i j} \tilde{\rho}_{j}=\left(-r_{1 j} \tilde{\rho}_{1}-\cdots-r_{k-1 i} \tilde{\rho}_{k-1}\right)+\left(-r_{k j} \tilde{\rho}_{k}-\cdots-r_{j-1 i} \tilde{\rho}_{j-1} \pm 1\right) \tag{4.12}
\end{equation*}
$$

where the right-hand side has been split into two parts. The first part is determined once $\tilde{\rho}_{j}, j<k$ have been chosen. Denote this part by $\tilde{\rho}_{j}^{(k-1)}$. The two values of $\tilde{\rho}_{k}$ are

$$
\begin{equation*}
\tilde{\rho}_{k}=\frac{1}{r_{k k}}\left(\tilde{\rho}_{k}^{(k-1)} \pm 1\right) . \tag{4.13}
\end{equation*}
$$

We denote these by $\tilde{\boldsymbol{\rho}}_{k}^{+}$and $\tilde{\boldsymbol{\rho}}_{k}^{-}$. We know that both values satisfy

$$
\begin{equation*}
\left|\tilde{\rho}_{k}^{+}\right| \leqq \rho_{k}, \quad\left|\tilde{\rho}_{k}^{-}\right| \leqq \rho_{k}, \tag{4.14}
\end{equation*}
$$

and so may choose the larger in absolute value for our lower bound. However, we are still free to choose either $\tilde{\rho}_{k}^{+}$or $\tilde{\rho}_{k}^{-}$for computation of $\rho_{j}^{(k)}, j>k$ as long as we are consistent throughout. Let

$$
\begin{align*}
& \tilde{\rho}_{j}^{(k)+}=\tilde{\rho}_{j}^{(k-1)}-r_{k j} \tilde{\rho}_{k}^{+}, \\
& \tilde{\rho}_{j}^{(k)-}=\tilde{\rho}_{j}^{(k-1)}-r_{k j} \tilde{\rho}_{k}^{-}, \tag{4.15}
\end{align*}
$$

and choose the sign to maximize

$$
\begin{equation*}
\sum_{j>k}\left|\tilde{\rho}_{j}^{(k)}\right| \tag{4.16}
\end{equation*}
$$

There is about twice as much work in this algorithm, but the overall work to compute $\tilde{\boldsymbol{\rho}}$ remains $O\left(n^{2}\right)$. Notice that the vector of bounds $\tilde{\boldsymbol{\rho}}$ does not necessarily satisfy (4.9) but will satisfy (4.11).
4.2. Implicit scaling. As in § 2.3, these bounds can incorporate implicit scaling. If we again consider $\boldsymbol{A}_{2}^{I}$ as in (1.5), then the formulas corresponding to (4.7) and (4.10) become

$$
\begin{align*}
& \bar{\rho}_{i}=\frac{1}{\left|r_{j j}\right|}\left(\varepsilon_{j}+\sum_{i=1}^{j-1}\left|r_{i j}\right| \bar{\rho}_{i}\right),  \tag{4.17}\\
& \tilde{\rho}_{j}=\frac{1}{r_{i j}}\left( \pm \varepsilon_{j}-\sum_{i=1}^{j-1} r_{i j} \tilde{\rho}_{i}\right) . \tag{4.18}
\end{align*}
$$

These bounds can be accumulated as a sequence of partial sums. Let

$$
\begin{aligned}
& \bar{\rho}_{j}^{(0)}=\varepsilon_{i}, \\
& \tilde{\rho}_{j}^{(0)}=0, \quad j=1, \cdots, n,
\end{aligned}
$$

and at step $k$ update $\overline{\boldsymbol{\rho}}^{(k-1)}, \tilde{\boldsymbol{\rho}}^{(k-1)}$ by the formulas

$$
\begin{align*}
& \bar{\rho}_{k}^{(k)}=\frac{1}{\left|r_{k k}\right|} \bar{\rho}_{k}^{(k-1)}  \tag{4.19}\\
& \tilde{\rho}_{k}^{(k)}=\frac{1}{r_{k k}}\left( \pm \varepsilon_{k}-\tilde{\rho}_{k}^{(k-1)}\right), \tag{4.20}
\end{align*}
$$

and for $j>k$

$$
\begin{align*}
& \bar{\rho}_{j}^{(k)}=\bar{\rho}_{j}^{(k-1)}+\left|r_{k j}\right| \bar{\rho}_{k}^{(k)}  \tag{4.21}\\
& \tilde{\rho}_{j}^{(k)}=\tilde{\rho}_{j}^{(k-1)}+r_{k j} \tilde{\rho}_{k}^{k} \tag{4.22}
\end{align*}
$$

4.3. Constructing a maximal set. These bounds may be used in the pivot strategy to construct a maximal set. Let $k_{1}=0, k_{2}=n$ at the outset, and assume that after $k$ steps we have $\bar{\rho}_{j}<1, j=1, \cdots, k$. We now choose column $k+1$ to make $\bar{\rho}_{k+1}$ as small as possible. First, we can use $\tilde{\boldsymbol{\rho}}$ to discard columns. Let $\mathbf{s}^{(k)}$ be the vector such that $s_{j}^{(k)}$ contains the $\|\cdot\|_{2}$ of the corresponding column of $R_{22}^{(k)}$. If column $j$ were to be shifted to the $(k+1)$ st position, then $\bar{\rho}_{k+1}$ and $\left|\tilde{\rho}_{k+1}\right|$ would have the values

$$
\begin{align*}
& \bar{\rho}_{k+1}=\frac{1}{s_{j}^{(k)}} \bar{\rho}_{j}^{(k)}  \tag{4.23}\\
& \left|\tilde{\rho}_{k+1}\right|=\frac{1}{s_{j}^{(k)}}\left|\operatorname{sign}\left(\tilde{\rho}_{j}^{(k)}\right) \varepsilon_{j}+\tilde{\rho}_{j}^{(k)}\right| \tag{4.24}
\end{align*}
$$

where $\bar{\rho}_{j}^{(k)}, \tilde{\rho}_{j}^{(k)}$ are computed by (4.21) and (4.22). If, for some $j, k<j \leqq k_{2}$, the absolute value of the quantity in (4.24) is greater than or equal to 1.0 , then the interval columns $\left\{\mathbf{a}_{1}^{I}, \cdots, \mathbf{a}_{k}^{I}, \mathbf{a}_{j}^{I}\right\}$ are dependent. Column $j$ should be put in position $k_{2}$ and $k_{2}$ set to $k_{2}-1$.

After as many columns as possible are discarded, column $k+1$ is chosen from among the remaining columns to make $\bar{\rho}_{k+1}$ as small as possible. If $\bar{\rho}_{k+1}<1$, we proceed. If not, then $\left|\tilde{\rho}_{k+1}\right|<1 \leqq \bar{\rho}_{k+1}$. In order to insure that the first $k+1$ columns are not dependent, we must compute the exact value of $\rho_{k+1}$. This can be accomplished by a single back solve. If $\rho_{k+1} \geqq 1$, this column must be discarded. If $\rho_{k+1}<1$, the column is accepted. Since $\rho_{k+1}$ is a better bound than $\bar{\rho}_{k+1}$, we may set $\bar{\rho}_{k+1}^{(k+1)}=\rho_{k+1}$ for computation of $\bar{\rho}_{j}^{(k+1)} j=k+2, \cdots, k_{2}$ as in (4.21). This does not affect (4.11).

In this manner, we can construct a set of columns to which no column may be added. Let $k_{1}$ be the number of columns in the largest subset for which $\sum \bar{\rho}_{i}^{2}<1$;
then, by Theorem 2.2 and (4.11) $k_{1} \leqq \operatorname{Rank}\left(A_{2}^{I}\right)$. If $k_{1}=k_{2}$, we have a maximal set. If $k_{1}<k_{2}$, then the set contains a maximal set which in turn contains the subset of columns used to compute $k_{1}$.

If $A_{2}^{I}$ is assumed to be of full rank, that is, if it is not clearly rank deficient from the outset, then the bounds $\bar{\rho}_{k}$ will most likely suffice for all but at most a few columns. In some of these columns $\tilde{\rho}_{k}$ may provide enough information. The exact value $\rho_{k}$ will be computed $O(1)$ times for all but the most pathological problems. This yields an $O\left(n^{2}\right)$ algorithm that produces a maximal set of independent columns of $A_{2}^{I}$.
5. Numerical results. In this section we will compare the performance of the three algorithms described above, the algorithm of $\S 3$ that computes $R^{-1}$ (we shall call it M1), the algorithm of $\S 4$ that creates upper and lower bounds (M2) and the algorithm of $\S 4$ that chooses the lower bound by looking ahead at partial sums (M3).

The ability of the three algorithms to determine numerical rank has been spelled out in the discussion above. However, several questions about their comparative performance must be answered by numerical tests.

Methods M2 and M3 will yield essentially the same pivot order, based upon the upper bounds $\overline{\boldsymbol{\rho}}$. The difference between M2 and M3 lies in the computation of the lower bounds $\tilde{\boldsymbol{\rho}}$. While M3 generally produces better bounds, the cost of computing those bounds is higher. The advantage to having better bounds lies in less frequent calculations of exact values of $\rho$. While M3 did compute fewer exact values, the difference was not sufficient to warrant the extra arithmetic as will be shown below.

In M1, the pivot order is determined by $\rho$, and so, it may differ from the pivot order produced by M2, M3. While each algorithm will find a maximal set of independent columns, the numerical rank produced by M1 may differ from that produced by M2, M3. Even if the rank is the same, the maximal sets may contain different columns.

Four tests were performed. In each trial an $m \times n$ matrix $\boldsymbol{A}=\left(a_{i j}\right)$ was constructed with $n \in[10,50], m \in[n, 2 n]$, and $a_{i j} \in[-1,1]$ (each uniformly distributed). In the first test 2,000 trials were run with relative uncertainty $\gamma_{j}=10^{-4}, j=1, \cdots, n$ and absolute uncertainty $\zeta_{j}=10^{-4}, j=1, \cdots, n$. In the second test, 500 matrices were generated. Each matrix was given the four values $\gamma_{j}=\zeta_{j}=10^{-2}, 10^{-4}, 10^{-6}, 10^{-8}, j=1, \cdots, n$ for a total of 2,000 trials. In the third test, after $n$ and $m$ were chosen, an integer $k$ was chosen so that $n-k \leqq 5$ and $A$ was constructed so that the last $n-k$ columns were linear combinations of the first $k$ columns. Then a matrix $\Psi=\left(\psi_{i j}\right)$ with $\psi_{i j} \in$ $\left[-10^{-5}, 10^{-5}\right]$ was added to $A$. Each matrix was given the four values $\gamma_{j}=\zeta_{j}=10^{-2}$, $10^{-4}, 10^{-6}, 10^{-8}, j=1, \cdots, n$ as in the second test. A total of 2,000 trials were run. In the fourth test $A$ was chosen as in the first two tests, but relative and absolute uncertainties were chosen so that $\gamma_{j}=10^{-\mathrm{NEX}}, \mathrm{NEX} \in[0,14]$ and $\zeta_{j} \in[0,1]$ (uniformly distributed).

The first test is perhaps the most realistic set of problems. These algorithms were designed to handle problems that are assumed to be of full rank, with proper detection of that rare instance when rank deficiency occurs. Tests 2,3 and 4 were constructed to produce increasingly more trials which were rank deficient and rank deficiencies of higher orders. In test 4 , the absolute uncertainty was of the same magnitude as the elements of $A$.

Table 5.1 shows how many of the trials were of full rank, in how many trials M1 produced the same rank as M2, M3, and in how many trials M1 produced the same maximal set as M2, M3. Also shown is the total number of exact values of $\boldsymbol{\rho}$ that M2 and M3 were required to compute. Figures 5.1-5.4 show the distribution of the upper and lower bounds, $\overline{\boldsymbol{\rho}}$ and $\tilde{\boldsymbol{\rho}}$, for those trials in which M1 produced the same column

Table 5.1

|  |  |  | Same |  | Exact Values |  |
| :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| Test | Trials | Full Rank | Same Rank | Max Set | M2 | M3 |
| 1 | 2,000 | 2,000 | 2,000 | 2,000 | 4 | 4 |
| 2 | 2,000 | 1,977 | 1,998 | 1,983 | 625 | 620 |
| 3 | 2,000 | 896 | 1,974 | 1,857 | 1,495 | 1,313 |
| 4 | 2,000 | 101 | 1,446 | 868 | 17,465 | 16,711 |

order as M2, M3. The left half of each figure shows the percent of the total with $\left|\tilde{\rho}_{j}\right| / \rho_{j} \leqq x$ and the right half shows the percent of the total with $\rho_{j} / \bar{\rho}_{j} \leqq x$. Here, $x$ is the value indicated on the abscissa.

We may conclude that there is enough similarity between the performance of algorithms M1 and M2, M3, in terms of finding a maximal set, that the extra computation required by M1 may be unwarranted. Method M1 does provide exact values for $C_{1}(R)$ and $C_{\infty}(R)$, but Figs 5.1-5.4 show that M2 and M3 also provide good bounds for $C_{1}(R)$. These bounds are best on the trials that are rank deficient or nearly rank deficient. Method M1 does provide bounds on $\mathbf{x}^{I}$ which cannot be extracted from M2 or M3.


Fig. 5.1. Test 1.


Fig. 5.2. Test 2.


Fig. 5.3. Test 3.


Fig. 5.4. Test 4.

The test results also show that M2 is more economical than M3. While Figs. 5.1-5.4 show that M3 yields better lower bounds, Table 5.1 shows that more arithmetic was required to achieve the same results in terms of finding a maximal set.

In every trial in the first three tests we had $k_{1}=k_{2}$ so there was no doubt about the rank of $\boldsymbol{A}_{2}^{I}$. In the fourth test there was uncertainty as to the rank in some trials but $k_{2}-k_{1}$ never exceeded 3 .

Acknowledgment. I would like to thank the referees for their careful reading and helpful suggestions and Ilkka Karasalo for pointing out several errors in the original manuscript.

## REFERENCES

[1] N. Anderson and I. Karasalo, On computing bounds for the least singular value of a triangular matrix, BIT 15, (1975), pp. 1-4.
[2] P. Businger and G. Golub, Linear least squares by Householder transformations, Numer. Math. 7, (1965), pp. 269-276.
[3] A. K. Cline, C. B. Moler, G. W. Stewart and J. H. Wilkinson, An estimate for the condition number of a matrix, SIAM J. Numer. Anal., 16 (1979) pp. 368-375.
[4] G. Golub and W. Kahan, Calculating the singular values and pseudo inverse of a matrix, SIAM J. Numer. Anal., 2 (1965) pp. 205-224.
[5] G. Golub, Numerical methods for solving linear least squares problems, Numer. Math., 7 (1965), pp. 206-216.
[6] G. Golub, V. Klema and G. W. Stewart, Rank degeneracy and least squares problems, Stanford Report Stan-CS-76-559, Stanford University, (1976).
[7] E. Hanson, Interval arithmetic in matrix computations, Part I, SIAM J. Numer. Anal., 2 (1965) pp. 308-320.
[8] E. HANsON AND R. Smith, Interval arithmetic in matrix computations, Part II, SIAM J. Numer. Anal., 4 (1967), pp. 1-9.
[9] I. Karasalo, A criterion for truncation of the $Q R$ decomposition algorithm for the singular least squares problem, BIT 14, (1974), pp. 156-166.
[10] C. Lawson And R. Hanson, Solving Least Squares Problems, Prentice-Hall, Englewood Cliffs, NJ, 1974.
[11] T. A. Manteuffel, Numerical rank determination in linear least squares problems, Sandia Laboratories Report SAND 79-8243, Albuquerque, NM, August 1979.
[12] ——, The weighted linear least squares problem; an interval analysis approach, Sandia Laboratories Report SAND 80-1260, Albuquerque, NM August, 1980.
[13] R. E. Moore, Interval Analysis, Prentice-Hall, Englewood Cliffs, NJ, 1966.
[14] M. J. D. Powell and J. K. Reid, On applying Householder transformations to linear least squares problems, Proc. IFIP 1968, vol. 1, 1969, pp. 122-126.
[15] G. W. Stewart, Introduction to Matrix Computation, Academic Press, New York, 1973.

# OPTIMAL SMOOTHING OF NOISY DATA USING SPLINE FUNCTIONS* 

FLORENCIO UTRERAS D. $\dagger$


#### Abstract

We consider the problem of approximating a function $f$ supposed to be "smooth", given its values known with error at $n$ different points of a real interval [ $a, b$ ]. To approximate $f$ we use the natural smoothing spline of order $q$ and parameter $\tau$. For choosing $\tau$, the method of generalized cross validation, proposed by Wahba and others, has very interesting theoretical properties, but requires expensive calculations.

The asymptotic behavior of the eigenvalues associated with the spline functions provides a practical method for calculating the GCV function which reduces the computation time by a factor of $n$.


Key words. splines, smoothing, cross validation, noisy data.

1. Introduction. We consider the problem of approximating the unknown function $f:[a, b] \rightarrow \mathbb{R}$, supposed to be "smooth", from the values $f\left(t_{i}\right)$ measured with error at $n$ distinct points of $[a, b]$. More precisely, let

$$
\begin{equation*}
z_{i}=f\left(t_{i}\right)+\varepsilon_{i}, \quad i=1,2, \cdots, n, \tag{1.1}
\end{equation*}
$$

where $\varepsilon_{i}$ are random errors satisfying

$$
\begin{gather*}
\mathscr{E}\left[\varepsilon_{i}\right]=0, \\
\mathscr{E}\left[\varepsilon_{i} \varepsilon_{j}\right]=0, \quad i \neq j,  \tag{1.2}\\
\mathscr{E}\left[\varepsilon_{i}^{2}\right]=v_{i}^{2},
\end{gather*}
$$

and $f \in H^{q}[a, b]$, defined by $H^{q}[a, b]=\left\{g:[a, b] \rightarrow \mathbb{R} \mid g, g^{\prime}, \cdots, g^{(q-1)}\right.$ are absolutely continuous and $\left.\int_{a}^{b}\left[g^{(q)}(t)\right]^{2} d t<+\infty\right\}$. For $n \geqq q$, our estimate for $f$ is the polynomial smoothing spline $\sigma_{n, \tau}$ defined by

$$
\begin{align*}
\tau \int_{a}^{b} & {\left[\sigma_{n, \tau}^{(q)}(t)\right]^{2} d t+\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(z_{i}-\sigma_{n, \tau}\left(t_{i}\right)\right)^{2} } \\
& =\min _{g \in H^{q}[a, b]}\left\{\tau \int_{a}^{b}\left[g^{(q)}(t)\right]^{2} d t+\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(z_{i}-g\left(t_{i}\right)\right)^{2}\right\} \tag{1.3}
\end{align*}
$$

where the weights $\alpha_{i n}^{2}$ are defined by

$$
\begin{equation*}
\alpha_{i n}^{2}=\frac{\frac{1}{v_{i}^{2}}}{\frac{1}{n} \sum_{j=1}^{n} \frac{1}{v_{j}^{2}}} \tag{1.4}
\end{equation*}
$$

The $\alpha_{i n}$ are completely determined if we know the $v_{i}$ up to a multiplicative constant. Also, $\alpha_{i n}=1$ for $i=1,2, \cdots, n$ if $v_{i}=v$ for $i=1,2, \cdots, n$.

Let us denote $Y_{i}^{\tau}=\sigma_{n, \tau}\left(t_{i}\right), i=1,2, \cdots, n$. It is well known that

$$
\begin{equation*}
z \rightarrow Y^{\tau} \tag{1.5}
\end{equation*}
$$

is a linear one-to-one transformation from $\mathbb{R}^{n}$ into itself, for each $\tau>0$. We call the associated matrix $A_{n}(\tau)$.

[^45]The main subject of this paper is the practical choice of $\tau$, the tradeoff between the "roughness" of the solution, measured by $\int_{a}^{b}\left[g^{(q)}(t)\right]^{2} d t$, and the infidelity to the data, measured by $(1 / n) \sum_{i=1}^{n} \alpha_{i n}^{2}\left(z_{i}-g\left(t_{i}\right)\right)^{2}$.

Wahba and others have proposed choosing $\tau$ as the minimizer of the (generalized cross validation) function:

$$
\begin{equation*}
V_{n}(\tau)=\frac{\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(z_{i}-\sigma_{n, \tau}\left(t_{i}\right)\right)^{2}}{\left(1-\frac{1}{n} \sum_{i=1}^{n} \operatorname{Tr}\left(A_{n}(\tau)\right)\right)^{2}} \tag{1.6}
\end{equation*}
$$

For theoretical properties of this estimator see [18], [5] and [16].
Wahba [18], [19], Craven \& Wahba [5] and others have shown that the minimizer of (1.6) provides a very good estimate of the optimal parameter, even for relatively small samples, but their method for performing this calculation is very expensive.

The algorithms that we develop here allow us to treat large samples at a very reduced cost. For cubic or quintic splines the cost is $1 / n$ times the cost of actual algorithms ([5], [20]) in the case of equally spaced data.

Early, Utreras [14] gave the theorem on the asymptotic behavior of the eigenvalues of $\Omega$ for the equally-spaced-data case. The present paper generalizes that result for unequally-spaced data and general standard deviations, and it also proposes a practical method for using this theorem in the general case and provides a comparison with other methods.
2. Mathematical background. Let [ $a, b$ ] be a real interval and $a<t_{1}<t_{2}<\cdots$ $\cdots<t_{n}<b$ be $n$ different points belonging to [a,b]. If $Y_{1}, Y_{2}, \cdots, Y_{n}$ are $n$ real numbers $(n>2)$, it is well known that there exists one and only one solution to the problem

$$
\begin{equation*}
\underset{g \in H^{a}[a, b]}{\operatorname{Minimize}}\left\{\int_{a}^{b}\left[g^{(a)}(t)\right]^{2} d t\right\}, \quad g\left(t_{i}\right)=Y_{i}, \quad i=1,2, \cdots, n . \tag{2.1}
\end{equation*}
$$

The solution $\sigma$ of this problem is called the interpolating spline of order $q$. We also know that $\sigma$ has the following properties:
(i) $\sigma$ is a polynomial of degree $\leqq q-1$ in the two intervals

$$
\left[a, t_{1}\right], \quad\left[t_{n}, b\right] ;
$$

(ii) $\sigma$ is a polynomial of degree $\leqq 2 q-1$ in each interval $\left[t_{i}, t_{i+1}\right], i=$ $1,2, \cdots, n-1$;
(iii) $\boldsymbol{\sigma}^{(j)}$ is continuous, $j=0,1, \cdots, 2 q-2$.

Let $S_{n}^{a}$ be the linear space of all real-valued functions defined on $[a, b]$ satisfying (i), (ii) and (iii). We define a basis on $S_{n}^{q}$ in the following way. Let $\sigma_{i} i=1, \cdots, n$ be the interpolating spline satisfying

$$
\sigma_{i}\left(t_{j}\right)= \begin{cases}1, & j=i,  \tag{2.2}\\ 0, & j \neq i .\end{cases}
$$

Thus, if $\sigma$ is the solution to the problem (2.1), then

$$
\begin{equation*}
\sigma=\sum_{i=1}^{n} Y_{i} \sigma_{i} . \tag{2.3}
\end{equation*}
$$

Let $s$ be an element of $S_{n}^{q}$ whose values at $t_{1}, \cdots, t_{n}$ are given by

$$
\begin{equation*}
s\left(t_{j}\right)=x_{i}, \quad j=1, \cdots, n \tag{2.4}
\end{equation*}
$$

We then have

$$
\begin{align*}
\int_{a}^{b} \sigma^{(q)}(t) s^{(q)}(t) d t & =\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} Y_{j} \int_{a}^{b} \sigma_{i}^{(q)}(t) \sigma_{j}^{(q)}(t) d t \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} Y_{j} \omega_{i j}^{q} \tag{2.5}
\end{align*}
$$

with

$$
\omega_{i j}^{q}=\int_{a}^{b} \sigma_{i}^{(q)}(t) \sigma_{j}^{(q)}(t) d t,
$$

and we define $\Omega_{n}^{q}$ as the matrix whose elements are $\omega_{i j}^{q}$. Thus we have

$$
\begin{equation*}
\int_{a}^{b} \sigma^{(q)}(t) s^{(q)}(t) d t=\left\langle x, \Omega_{n}^{q} Y\right\rangle \tag{2.6}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $\mathbb{R}^{n}$.
Finally, let $\tau>0$ be a given real number and $z_{1}, z_{2}, \cdots, z_{n}$ be $n$ real numbers.
We define the natural polynomial smoothing spline as the solution of the problem

$$
\underset{u \in H^{9}[a, b]}{\operatorname{Minimize}}\left\{\tau \int_{a}^{b}\left[u^{(q)}(t)\right]^{2} d t+\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(u\left(t_{i}\right)-z_{i}\right)^{2}\right\} .
$$

This problem is equivalent to

$$
\begin{aligned}
& \underset{Y \in \mathbb{R}^{n}}{\operatorname{Minimize}}\left\{\underset{\substack{u \in H^{q}[a, b] \\
u\left(t_{i}\right)=Y_{i} i=1, \cdots, n}}{\operatorname{Minimize}}\left\{\tau \int_{a}^{b}\left[u^{(q)}(t)\right]^{2}+d t+\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(u\left(t_{i}\right)-z_{i}\right)^{2}\right\}\right\} \\
& =\underset{Y \in \mathbb{R}^{n}}{\operatorname{Minimize}}\left\{\tau\left\langle Y, \Omega_{n}^{q} Y\right\rangle+\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(Y_{i}-z_{i}\right)^{2}\right\},
\end{aligned}
$$

and the solution $Y^{\tau}$ satisfies

$$
\begin{equation*}
\tau \Omega_{n}^{q} Y^{\tau}+\frac{1}{n} D_{n} Y^{\tau}=\frac{1}{n} D_{n} z, \tag{2.7}
\end{equation*}
$$

where $D_{n}$ is the diagonal matrix with elements $\alpha_{i n}^{2}, i=1, \cdots, n$. This equality allows us to write

$$
\begin{align*}
Y^{\tau} & =\left(1+n \tau D_{n}^{-1} \Omega_{n}^{q}\right)^{-1} z  \tag{2.8}\\
& =A_{n}(\tau) z,
\end{align*}
$$

where

$$
\begin{equation*}
A_{n}(\tau)=\left(1+n \tau D_{n}^{-1} \Omega_{n}^{q}\right)^{-1} . \tag{2.9}
\end{equation*}
$$

Let $\lambda_{1 n}, \lambda_{2 n}, \lambda_{3 n}, \cdots, \lambda_{n n}$ be the $n$ eigenvalues of $n D_{n}^{-1} \Omega_{n}^{q}$ in increasing order. Then

$$
\begin{equation*}
\operatorname{Tr}\left(A_{n}(\tau)\right)=\sum_{i=1}^{n} \frac{1}{1+\tau \lambda_{i n}} . \tag{2.10}
\end{equation*}
$$

In the following section we study the behavior of the $\lambda_{i n}$ and get an asymptotic expression for (2.10).
3. The asymptotic behavior of the eigenvalues. Let us consider the following bilinear forms defined and continuous on $H^{a}[a, b] \times H^{a}[a, b]$ :

$$
\begin{align*}
& \mathscr{B}(u, v)=\int_{a}^{b} u^{(a)}(t) v^{(a)}(t) d t,  \tag{3.1}\\
& \mathscr{A}(u, v)=\int_{a}^{b} \omega(t) u(t) v(t) d t, \tag{3.2}
\end{align*}
$$

where $\omega$ is a positive function such that there exist positive constants $c_{1}, c_{2}$ satisfying

$$
\begin{equation*}
0<c_{1} \leqq \omega(t) \leqq c_{2} \quad \text { for all } t \in[a, b] . \tag{3.3}
\end{equation*}
$$

Let $\mu_{1}, \mu_{2}, \mu_{3}, \cdots$ be the eigenvalues of the problem

$$
\begin{equation*}
\mathscr{B}(u, v)=\mu \mathscr{A}(u, v) \quad \text { for all } v \in H^{a}[a, b] . \tag{3.4}
\end{equation*}
$$

Our aim in this section is to study the relationship between these eigenvalues and those associated with $n D_{n}^{-1} \Omega_{n}$. This relationship will be an asymptotic one, that is to say, it will hold for large $n$. Therefore in order to clarify the presentation, we introduce the superscript $n$ on the abcissae $t_{1}, \cdots, t_{n}$; they will now be denoted by $t_{1}^{n}, t_{2}^{n}, \cdots, t_{n}^{n}$.

Now, we introduce a numerical quadrature formula which approximates $\mathscr{A}$, say $\mathscr{A}_{n}$ :

$$
\begin{equation*}
\mathscr{A}_{n}(u, v)=\sum_{i=1}^{n} u\left(t_{i}^{n}\right) v\left(t_{i}^{n}\right) \omega\left(t_{i}^{n}\right) d_{i}^{n} \tag{3.5}
\end{equation*}
$$

where the weights $\left\{d_{i}^{n}\right\}_{1}^{n}$ are defined by

$$
\begin{align*}
& d_{1}^{n}=t_{1}^{n}-a+\frac{1}{2} h_{1}^{n}, \\
& d_{i}^{n}=\frac{h_{i}^{n}+h_{i+1}^{n}}{2}, \quad i=2, \cdots, n-1,  \tag{3.6}\\
& d_{n}^{n}=b-t_{n}^{n}+\frac{1}{2} h_{n-1}^{n}
\end{align*}
$$

and

$$
h_{i}^{n}=t_{i+1}^{n}-t_{i}^{n}, \quad i=1,2, \cdots, n-1 .
$$

With this definition, it is straightforward to prove the following result.
Lemma 1. If $u, v \in H^{q}[a, b](q>2)$ and $\omega \in H^{2}[a, b]$, we have the following error bound:

$$
\begin{equation*}
\left|\mathscr{A}(u, v)-\mathscr{A}_{n}(u, v)\right| \leqq\|u\|_{q} \cdot\|v\|_{q}\|\omega\|_{2} \cdot \delta_{n}^{-2}, \tag{3.7}
\end{equation*}
$$

where

$$
\delta_{n}=\max \left\{t_{1}^{n}-a, b-t_{n}^{n}, h_{1}^{n}, \cdots, h_{n-1}^{n}\right\} .
$$

Proof. See Utreras [17].
Consider now the eigenvalue problem

$$
\begin{equation*}
\mathscr{B}\left(u_{n}, v\right)=\mu_{n} \mathscr{A}_{n}\left(u_{n}, v\right) \quad \text { for all } v \in H^{q}[a, b] . \tag{3.8}
\end{equation*}
$$

In the following lemma, we prove that the eigenvalues of (3.8) are those of $n D_{n}^{-1} \Omega_{n}$ and conversely, we also state that the eigenfunctions of (3.8) are polynomial spline functions belonging to $S_{n}^{q}$.

Lemma 2. Let $\mu_{1 n}, \mu_{2 n}, \cdots, \mu_{n n}$ be the eigenvalues of (3.8) in increasing order, and suppose that there exists a function $\omega \in H^{2}[a, b]$ satisfying

$$
\omega\left(t_{i}^{n}\right)=\frac{1}{n d_{i}^{n}} \alpha_{i n}^{2}, \quad i=1,2, \cdots, n .
$$

Then, we have
(i) $u_{n}$ is a solution of (3.8) implies that $u_{n} \in S_{n}^{q}$;
(ii) $\mu_{i n}=\lambda_{i n}, i=1,2, \cdots, n$.

Proof. The eigenvalues of (3.8) are the solutions of

$$
\mathscr{B}\left(u_{n}, v\right)=\mu_{n} \mathscr{A}_{n}\left(u_{n}, v\right) \quad \text { for all } v \in H^{a}[a, b] .
$$

Thus,

$$
\begin{aligned}
\int_{a}^{b} u_{n}^{(q)}(t) v^{(q)}(t) d t & =\mu_{n} \sum_{i=1}^{n} u_{n}\left(t_{i}^{n}\right) v\left(t_{i}^{n}\right) \omega\left(t_{i}^{n}\right) d_{i}^{n} \\
& =\sum_{i=1}^{n}\left[\mu_{n} u_{n}\left(t_{i}^{n}\right) \omega\left(t_{i}^{n}\right) d_{i}^{n}\right] v\left(t_{i}^{n}\right) \quad \text { for all } v \in H^{q}[a, b] .
\end{aligned}
$$

So we have

$$
\int_{a}^{b} u_{n}^{(q)}(t) v^{(q)}(t) d t=\sum_{i=1}^{n} \xi_{i}^{n} v\left(t_{i}^{n}\right) \quad \text { for all } v \in H^{a}[a, b] .
$$

Then, using a well-known theorem on the characterization of spline functions (see [8, pp. 219-221]) we conclude that $u_{n} \in S_{n}^{q}$. Problem (3.8) is thus equivalent to

$$
\begin{aligned}
u_{n} \in S_{n}^{q}, \quad \int_{a}^{b} & u_{n}^{(a)}(t) v^{(q)}(t) d t \\
& =\mu_{n} \sum_{i=1}^{n} u_{n}\left(t_{i}^{n}\right) v\left(t_{i}^{n}\right) \omega\left(t_{i}^{n}\right) d_{i}^{n} \quad \text { for all } v \in S_{n}^{q}
\end{aligned}
$$

Let $x_{n} \in \mathbb{R}^{n}$ be the vector of values of $u_{n}$ at the knots, and $y \in \mathbb{R}^{n}$ the vector of values of $v$ at the knots. So, using (2.6), we can write

$$
\begin{equation*}
\left\langle\Omega_{n}^{q} x_{n}, y\right\rangle=\mu_{n} \sum_{i=1}^{n} x_{n i} y_{i} \omega\left(t_{i}^{n}\right) d_{i}^{n} \quad \text { for all } y \in \mathbb{R}^{n} \tag{3.9}
\end{equation*}
$$

Now, from the hypothesis, this problem is equivalent to

$$
\begin{aligned}
\left\langle\Omega_{n}^{q} x_{n}, y\right\rangle & =\mu_{n} \sum_{i=1}^{n} \frac{1}{n} \alpha_{i n}^{2} x_{n i} y_{i} \\
& =\mu_{n} \frac{1}{n}\left\langle D_{n} x_{n}, y\right\rangle \quad \text { for all } y \in \mathbb{R}^{n},
\end{aligned}
$$

and so

$$
\begin{equation*}
\Omega_{n}^{q} x_{n}=\mu_{n} \frac{1}{n} D_{n} x_{n}, \quad n D_{n}^{-1} \Omega_{n}^{q} x_{n}=\mu_{n} x_{n} \tag{3.10}
\end{equation*}
$$

Conversely, if $x_{n}$ is an eigenvector of (3.10), we can define as $u_{n}$ the spline function having $x_{n}$ as the vector of values at the knots, and the result holds.

Now, we can state the main result of this section.

Theorem 1. Let $\lambda_{i n}, i=1,2, \cdots, n$ be the eigenvalues associated with the matrix $n D_{n}^{-1} \Omega_{n}^{q}$, and suppose that there exists a positive function $\omega \in H^{2}[a, b]$ such that

$$
\begin{equation*}
\omega\left(t_{i}^{n}\right)=\frac{1}{n d_{i}^{n}} \alpha_{i n}^{2}, \quad i=1,2, \cdots, n \tag{i}
\end{equation*}
$$

(ii) there exist $C_{1}, C_{2}>0$ satisfying $0<C_{1} \leqq \omega(t) \leqq C_{2}$;
(iii) $\lim _{n \rightarrow \infty} \delta_{n}=0$.

Then the $\lambda_{\text {in }}$ converge to the eigenvalues of the problem (3.4). That is to say,

$$
\lim _{n \rightarrow \infty} \lambda_{i n}=\mu_{i} \quad \text { for each fixed } i .
$$

Proof. To show this result, we apply a lemma by Fix (see [6, Lemma 4.1]). We have that $\sup _{\|u\|=1} \inf _{\|v\|=1}\left|\mathscr{A}(u, v)-\mathscr{A}_{n}(u, v)\right|=: \eta_{\mathscr{A}}^{n}$ goes to zero as $n$ increases because

$$
\eta_{\mathscr{A}}^{n}=\sup _{\|u\|=1} \inf _{\|v\|=1}\left|\mathscr{A}(u, v)-\mathscr{A}_{n}(u, v)\right| \leqq \sup _{\substack{u, v \\\|u, 1\\\| v \|=1}}\left|\mathscr{A}(u, v)-\mathscr{A}_{n}(u, v)\right| \leqq \delta_{n}^{2} \cdot\|\omega\|_{2}^{2} .
$$

Also, we have that $\mathscr{B}, \mathscr{A}, \mathscr{A}_{n}$ are symmetric and positive semidefinite, so the eigenvalues are simple, and we can apply the theorem by Fix, which states that

$$
\lim _{n \rightarrow \infty}\left|\lambda_{i n}-\mu_{i}\right|=0 \quad \text { for each fixed } i
$$

The following result tells us something about the eigenvalues $\left\{\mu_{i}\right\}_{i \in N}$. Corollary 1. The following two problems are equivalent.

$$
\begin{equation*}
\mathscr{B}(u, v)=\mu \mathscr{A}(u, v) \quad \text { for all } v \in H^{q}[a, b] ; \tag{V.P.}
\end{equation*}
$$

$$
(-1)^{q} D^{2 q} u=\mu \omega u
$$

$$
\begin{equation*}
u^{(j)}(a)=u^{(j)}(b)=0, \quad j=q, \cdots, 2 q-1 \tag{D.P.}
\end{equation*}
$$

Proof. It suffices to integrate by parts.
Note. It is necessary to discuss the hypothesis

$$
\omega\left(t_{i}^{n}\right)=\frac{1}{n d_{i}^{n}} \alpha_{i n}^{2}, \quad i=1,2, \cdots, n
$$

This function has a simple form in two important cases.
(1) When the data are equally spaced and the standard deviations are equal, $\omega$ becomes a constant.
(2) When we can choose the data points in such a way that the distance between consecutive points is proportional to the reciprocal of the variance of the errors, $\omega$ becomes a constant.
Generally, this hypothesis implies the existence of a relation between the choice of the data points and the variance of the errors. This relation must be invariant with $n$. We believe that it could be possible to show the result using a hypothesis like

$$
0<C_{1} \leqq \omega_{n}\left(t_{i}^{n}\right)=\frac{1}{n d_{i}^{n}} \alpha_{i n}^{2} \leqq C_{2}
$$

with $\lim _{n \rightarrow \infty} \omega_{n} \rightarrow \omega$, the convergence being taken in $H^{2}[a, b]$.

Now we are interested in the behavior of $\operatorname{Tr}\left(A_{n}(\tau)\right)$ as $n$ increases. We have

$$
\frac{1}{n} D_{n} A_{n}(\tau) z+\tau \Omega_{n}^{q} A_{n}(\tau) z=\frac{1}{n} D_{n} z
$$

this equality is equivalent to

$$
\begin{equation*}
\frac{1}{n}\left\langle D_{n} A_{n}(\tau) z, x\right\rangle+\tau\left\langle\Omega_{n}^{q} A_{n}(\tau) z, x\right\rangle=\frac{1}{n}\left\langle D_{n} z, x\right\rangle \quad \text { for all } x \in \mathbb{R}^{n} . \tag{3.11}
\end{equation*}
$$

If we denote by $r, s \in S_{n}^{q}$ the spline functions satisfying

$$
\begin{array}{ll}
s\left(t_{i}^{n}\right)=x_{i}, & i=1,2, \cdots, n,  \tag{3.12}\\
r\left(t_{i}^{n}\right)=z_{i}, & i=1,2, \cdots, n,
\end{array}
$$

we have

$$
\begin{equation*}
\mathscr{A}_{n}\left(\sigma_{n, \tau}, s\right)+\tau \mathscr{B}\left(\sigma_{n, \tau}, s\right)=\mathscr{A}_{n}(r, s) \quad \text { for all } s \in S_{n}^{q} \tag{3.13}
\end{equation*}
$$

This equality leads us to study the operator $R_{n}(\tau)$ defined on $H^{a}[a, b]$, with values on $H^{q}[a, b]$ as

$$
\begin{equation*}
\mathscr{A}_{n}\left(R_{n}(\tau) g, u\right)+\tau \mathscr{B}\left(R_{n}(\tau) g, u\right)=\mathscr{A}_{n}(g, u) \quad \text { for all } u \in H^{q}[a, b] . \tag{3.14}
\end{equation*}
$$

It is easy to see that $R_{n}(\tau)$ is a finite-range operator, and its trace is given by

$$
\begin{equation*}
\operatorname{Tr}\left(R_{n}(\tau)\right)=\operatorname{Tr}\left(A_{n}(\tau)\right) \tag{3.15}
\end{equation*}
$$

Let us define $R(\tau)$ from $H^{q}[a, b]$ into $H^{q}[a, b]$ by the variational equality

$$
\begin{equation*}
\mathscr{A}(R(\tau) g, u)+\tau \mathscr{B}(R(\tau) g, u)=\mathscr{A}(g, u) \quad \text { for all } u \in H^{q}[a, b] . \tag{3.16}
\end{equation*}
$$

The eigenvalues associated with $R(\tau)$ are $\left\{1 /\left(1+\tau \mu_{i}\right)\right\}_{i \in N}$, and the $\mu_{i}$ satisfy the following inequality

$$
\begin{equation*}
\alpha(i)^{2 q} \leqq \mu_{i+q} \leqq \beta(i)^{2 q}, \quad i=1,2, \cdots, \tag{3.17}
\end{equation*}
$$

for some $\alpha, \beta>0$. (For a proof of this result, see Utreras [17].) Then we have that

$$
\sum_{i=1}^{\infty} \frac{1}{1+\tau \mu_{i}}<+\infty \quad \text { for each fixed } \tau>0
$$

We conclude that the self-adjoint operator $R(\tau)$ belongs to the trace class, and

$$
\begin{equation*}
\operatorname{Tr}(R(\tau))=\sum_{i=1}^{\infty} \frac{1}{1+\tau \mu_{i}} \tag{3.18}
\end{equation*}
$$

The next theorem gives us a relationship between $\operatorname{Tr}(R(\tau))$ and $\operatorname{Tr}\left(A_{n}(\tau)\right)$.
Theorem 2. Under the same hypotheses as in Theorem 1, and if $\lim _{n \rightarrow \infty} n \delta_{n}^{2}=0$, we have
(i) $\lim _{n \rightarrow \infty} \operatorname{Tr}\left(A_{n}(\tau)\right)=\operatorname{Tr}(R(\tau))$ for each fixed $\tau>0$;
(ii) $\lim _{n \rightarrow \infty}\left|\operatorname{Tr}\left(A_{n}(\tau)\right)-\sum_{i=1}^{n} 1 /\left(1+\tau \mu_{i}\right)\right|=0$.

Proof. Let $R_{n}(\tau)$ be the self-adjoint operator defined by the variational equality

$$
\bar{R}_{n}(\tau) \phi \in S_{n}^{q}, \quad \tau \mathscr{B}\left(\bar{R}_{n}(\tau) \phi, \sigma\right)+\mathscr{A}\left(\bar{R}_{n}(\tau) \phi, \sigma\right)=\mathscr{A}(\phi, \sigma) \quad \text { for all } \phi \in S_{n}^{q},
$$

and call $\left\{1 /\left(1+\tau \xi_{i n}\right)\right\}_{1}^{n}$ the corresponding eigenvalues. Then we have
(a)
(b)

$$
\begin{gathered}
\frac{1}{1+\tau \xi_{i n}} \leqq \frac{1}{1+\tau \mu_{i}}, \quad 1 \leqq i \leqq n \\
\left\|R(\tau)-\bar{R}_{n}(\tau)\right\|=O\left(\delta_{n}^{2}\right)
\end{gathered}
$$

Inequality (a) comes from the monotonicity of the Rayleigh-Ritz-Galerkin approximation, and (b) comes from the error estimate (see [2], [3]). Let $\eta>0$ be a given positive number. We have

$$
\left|\operatorname{Tr}\left(\bar{R}_{n}(\tau)\right)-\operatorname{Tr}(R(\tau))\right|=\left|\sum_{i=1}^{n}\left(\frac{1}{1+\tau \xi_{i n}}-\frac{1}{1+\tau \mu_{i}}\right)-\sum_{i=n+1}^{\infty} \frac{1}{1+\tau \mu_{i}}\right| .
$$

Using the inequality $\mu_{i+q} \geqq \alpha i^{2 q}$, we have

$$
\sum_{i=J}^{\infty} \frac{1}{1+\tau \mu_{i}}=O\left(J^{-2 q}\right),
$$

so we can choose $J \in N$ such that $\sum_{i=J}^{\infty} 1 /\left(1+\tau \mu_{i}\right)<\eta$.
Also, we can choose $N(J)$ such that for $n \geqq N(J)$ we have

$$
\left|\sum_{i=1}^{J} \frac{1}{1+\tau \mu_{i}}-\sum_{i=1}^{J} \frac{1}{1+\tau \xi_{i n}}\right|<\eta .
$$

Then we obtain

$$
\begin{aligned}
\left|\operatorname{Tr}(R(\tau))-\operatorname{Tr}\left(\bar{R}_{n}(\tau)\right)\right| & \leqq\left|\sum_{i=1}^{J} \frac{1}{1+\tau \mu_{i}}-\sum_{i=1}^{J} \frac{1}{1+\tau \xi_{i n}}\right|+\left|\sum_{i=J}^{\infty} \frac{1}{1+\tau \mu_{i}}+\sum_{i=J}^{n} \frac{1}{1+\tau \xi_{i n}}\right| \\
& \leqq 3 \eta .
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
\left|\operatorname{Tr}\left(\bar{R}_{n}(\tau)\right)-\operatorname{Tr}\left(R_{n}(\tau)\right)\right| & \leqq \sum_{i=1}^{n}\left|\left\langle s_{i},\left(R_{n}(\tau)-\bar{R}_{n}(\tau)\right) s_{i}\right\rangle\right| \\
& \leqq n\left\|R_{n}(\tau)-\bar{R}_{n}(\tau)\right\| \\
& \leqq n O\left(\bar{\delta}_{n}^{2}\right) .
\end{aligned}
$$

This last inequality is obtained using the theorem by Fix [6]. Thus we get the desired result.

This theorem allows us to replace $\operatorname{Tr}\left(A_{n}(\tau)\right)$ by $\sum_{i=1}^{n} 1 /\left(1+\tau \mu_{i}\right)$ in the computation of the generalized cross validation function. It is important to remember that we have only pointwise convergence. However, the evidence from numerical experiments is very convincing, and the gain in computing speed is enormous. In the following sections we describe some numerical experience. For a more complete set of tests and comparisons, see Utreras [17].
4. The case of equally-spaced data and constant standard deviation. In this section we particularize the preceding results when the $t_{i}$ are defined by

$$
\begin{equation*}
t_{i}^{n}=a+(b-a) \frac{2 i-1}{2 n}, \quad i=1,2, \cdots, n \tag{4.1}
\end{equation*}
$$

We assume too, that the errors are independent random variables satisfying

$$
\begin{equation*}
\mathscr{E}\left[\varepsilon_{\text {in }}^{2}\right]=v^{2} . \quad i=1,2, \cdots, n . \tag{4.2}
\end{equation*}
$$

Thus, we assume all variances to be equal to the unknown constant, $v^{2}$. In this case the discrete bilinear form defined by (3.5) becomes

$$
\begin{equation*}
\mathscr{A}_{n}(u, v)=\frac{b-a}{n} \sum_{i=1}^{n} u\left(t_{i}^{n}\right) v\left(t_{i}^{n}\right) \omega\left(t_{i}^{n}\right), \tag{4.3}
\end{equation*}
$$

and the weight function becomes the constant $1 /(b-a)$. So the differential problem is

$$
\begin{gather*}
(-1)^{q} D^{2 a} \phi=\frac{1}{b-a} \phi, \\
\phi^{(j)}(a)=\phi^{(j)}(b)=0, \quad j=q, \cdots, 2 q-1 . \tag{4.4}
\end{gather*}
$$

It is easy to see that $\mu_{1}=\mu_{2}=\cdots=\mu_{q}=0$. Define $\lambda_{i}=\mu_{i+q}$ for $i \in N$. It is well known that the $\lambda_{i}$ are the eigenvalues of the problem

$$
\begin{gather*}
(-1)^{a} D^{2 a} \phi=\frac{1}{b-a} \phi, \\
\phi^{(j)}(a)=\phi^{(j)}(b)=0, \quad j=0,1, \cdots, q-1 \tag{4.5}
\end{gather*}
$$

These eigenvalues are well known for $q=1$, which corresponds to the harmonic oscillator or the vibrating string. For $q=2$ we find the problem of the vibrating rod (see Courant and Hilbert [4]). We have tabulated these eigenvalues in this case and also in the case $q=3$ (see Utreras [17]). Let us return to our initial problem, that is, to calculate the GCV function $V_{n}(\tau)$,

$$
\begin{equation*}
V_{n}(\tau)=\frac{1}{n} \frac{\left\|z-A_{n}(\tau) z\right\|^{2}}{\left(1-\frac{1}{n} \operatorname{Tr}\left(A_{n}(\tau)\right)\right)^{2}} \tag{4.6}
\end{equation*}
$$

To calculate the denominator we use the approximate expression given by Theorem 2 , that is,

$$
\begin{equation*}
\operatorname{Tr}\left(A_{n}(\tau)\right) \cong \sum_{i=1}^{n} \frac{1}{1+\tau \mu_{i}} \tag{4.7}
\end{equation*}
$$

To calculate the numerator, we use an algorithm by Paihua [10] which performs the computations in $30 n$ operations.

Table 1 gives the run times (in seconds) on an IBM 360/67 computer. As is easily seen, time increases almost linearly with $n$.

TAble 1

| $n$ | secs. | $n$ | secs. |
| ---: | :---: | :---: | :---: |
| 50 | 0.7993 | 250 | 3.1795 |
| 100 | 1.1376 | 350 | 3.7913 |
| 150 | 1.7564 | 350 | 4.4460 |
| 200 | 2.4703 | 450 | 4.8975 |

To illustrate the numerical behavior of the method, we performed the calculations on artificial data, $z_{i}=f\left(t_{i}\right)+\varepsilon_{i}, i=1,2, \cdots, n$. The $\varepsilon_{i}$ 's are pseudorandom normal numbers with standard deviation equal to 0.1 . Because $f$ is a known function, in this example we use $f(x)=\cos 4 \pi x$. In the same graph, we plot the function $(F)$, the spline calculated by GCV with the proposed algorithm $(S)$ and the data $(x)$. We have repeated the experiment for $n=50,100,200,400$ to illustrate the remarkable "convergence" properties (which we cannot prove). See Figs. 1-4 for results.

The reader interested in computer programs for cubic or quintic splines is referred to [15]. Copies of this publication are available by request.
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5. A practical method in the general case. We return now to the general problem, that is, with general function $\omega$. It is clear that we cannot calculate the eigenvalues in a simple way for general $\omega$, so we propose a practical method based on a finitedifference approximation of the differential problem.

More explicitly, let $m>n$ and consider a finite-difference method with step $(b-a) / m$ to approximate the eigenvalues of the associated differential problem. The convergence of such methods has been studied by Kreiss [7]. If $m$ is large, we can consider the first $n$ eigenvalues of the finite-difference approximation as the exact ones and use them to calculate $\operatorname{Tr}\left(A_{n}(\tau)\right)$. It might be possible to show that this approximation is convergent, but we do not establish this here.

With this method, we reduce our eigenvalue problem with a full symmetric matrix, to the following one:

$$
\begin{equation*}
\left(\frac{m+1}{b-a}\right)^{2 a} F x=\theta \bar{D} x, \quad m \gg n, \tag{5.1}
\end{equation*}
$$

where $F$ is the discretization matrix and $\bar{D}$ is a diagonal matrix containing the values of $\omega$ at the discretization points.

We can transform this generalized eigenvalue problem to a simple eigenvalue problem without changing the band structure of the matrix. The new problem becomes

$$
\begin{equation*}
\left(\frac{m+1}{b-a}\right)^{2 q} \bar{D}^{-1 / 2} F \bar{D}^{-1 / 2} v=\theta v, \quad v \in \mathbb{R}^{m} \tag{5.2}
\end{equation*}
$$

The matrix $\bar{D}^{-1 / 2} F \bar{D}^{-1 / 2}$ is also symmetrical, so we can apply the Schwarz method (see [13]) to reduce it to tridiagonal form in $O\left(m^{2}\right)$ operations. In practical computations we have observed that, taking $m=2 n$, the approximations are correct (at least for our calculations).

In this way, we get an $O\left(n^{2}\right)$ method to compute the required eigenvalues. We have tested this method successfully with cubic splines. In this case, $F$ becomes

$$
F=\left[\begin{array}{rrrrrr}
-6 & 4 & -1 & & &  \tag{5.3}\\
4 & -6 & 4 & -1 & & \\
-1 & 4 & -6 & 4 & -1 & \\
& & & -1 & 4 & -6
\end{array}\right]
$$

To calculate $\bar{D}$, we use the values of $\omega$ obtained by interpolation to the data

$$
\begin{equation*}
\omega\left(t_{i}^{n}\right)=\frac{1}{n d_{i}^{n}} \alpha_{i n}^{2} \tag{5.4}
\end{equation*}
$$

The interpolation performed is piecewise linear.
To illustrate the numerical behavior of the method, we show two tests realized on artificial data. We use the test function $f(t)=\sin 2 \pi t$ in the interval [ 0,1$]$. We calculate the data points using the relation

$$
t_{i}=\left[\int_{0}^{i / n} \omega(t) d t\right] /\left[\int_{0}^{1} \omega(t) d t\right]
$$

where $\omega(t)=1+\cos \pi t$. Then, we introduce a noise in the values of the function at $t_{1}, \cdots, t_{n}$ by adding pseudorandom normal numbers $N\left(0,(0 \cdot 1)^{2}\right)$. We do this for $n=40,100$. The results are given in Figs. 5 and 6.
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6. A comparison with Reinsch's method. Our purpose in this section is to compare the method of GCV to Reinsch's suggestion [11] from the point of view of efficiency as defined by Wahba [19].

Define $T_{n}(\tau)$ as

$$
\begin{equation*}
T_{n}(\tau)=\frac{1}{n} \sum_{i=1}^{n} \alpha_{i n}^{2}\left(f\left(t_{i}^{n}\right)-\sigma_{n, \tau}\left(t_{i}^{n}\right)\right)^{2} \tag{6.1}
\end{equation*}
$$

$T_{n}(\tau)$ is a "mean" of squared differences between the approximation $\sigma_{n, \tau}$ and the true function $f$. As is easily seen, $T_{n}(\tau)$ cannot be computed for a real problem. In [16], we show that minimizing $V_{n}(\tau)$ is asymptotically the same as minimizing $T_{n}(\tau)$, and we say that the GCV method is asymptotically optimal. This demonstration is based on a conjecture by Craven and Wahba [5], and uses a bound on the eigenvalues proved in [17] which will be published elsewhere.

Define now the inefficiency of an approximation by smoothing spline as

$$
\begin{equation*}
I_{n}(\tau)=\frac{T_{n}(\tau)}{\min _{\tau} T_{n}(\tau)} \tag{6.2}
\end{equation*}
$$

This quantity is always greater than or equal to 1 . The closer it is to one, the better is the approximation of $f$, at least from this error criterion point of view. So, to compare the two methods mentioned here, we use this parameter as the measure of goodness. A more complete comparison appears in [17].

We chose a large set of test functions defined on $[0,1]$ and performed the calculations as in the numerical examples of $\S 4$. The computations have been repeated for various $n$ and $v$. The results are given in Table 2. We observe that the GCV method is best, followed by Reinsch's method, but it is important to note that Reinsch requires the knowledge of $v^{2}$, which is not always known.

TAble 2

| Method | 20 | 40 | 60 | 100 | 150 | 200 | 300 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GCV | 1.596 | 1.285 | 1.046 | 1.032 | 1.045 | 1.048 | 1.104 | 1.105 |
| REINSCH | 1.560 | 1.254 | 1.099 | 1.830 | 2.565 | 3.036 | 3.160 | 3.231 |
| Method | 20 | 40 | $6=0.050$ |  |  |  |  |  |
| GCV | 1.130 | 1.025 | 1.027 | 1.029 | 1.061 | 1.140 | 1.071 | 1.027 |
| REINSCH | 1.133 | 1.283 | 2.701 | 2.402 | 1.544 | 1.299 | 1.220 | 1.061 |
|  |  |  | $v=0.010$ |  |  |  |  |  |
| Method | 20 | 40 | 60 | 100 | 150 | 200 | 300 | 400 |
| GCV | 1.648 | 1.518 | 1.015 | 1.030 | 1.030 | 1.040 | 1.012 | 1.013 |
| REINSCH | 1.054 | 1.896 | 2.049 | 1.168 | 1.124 | 1.086 | 1.728 | 1.575 |
|  |  |  | $v=0.005$ |  |  |  |  |  |
| Method | 20 | 40 | 60 | 100 | 150 | 200 | 300 | 400 |
| GCV | 1.320 | 1.258 | 1.296 | 1.013 | 1.019 | 1.026 | 1.016 | 1.042 |
| REINSCH | 1.726 | 1.801 | 1.216 | 1.447 | 1.350 | 1.261 | 1.294 | 1.455 |
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# ANALYSIS OF MEASUREMENTS BASED ON THE SINGULAR VALUE DECOMPOSITION* 

RICHARD J. HANSON $\dagger$ AND MICHAEL J. NORRIS $\ddagger$


#### Abstract

The problem of maintaining quality control of manufactured parts is considered. This involves matching points on the parts with corresponding points on a drawing. The difficulty in this process is that the measurements are often in different coordinate systems. Using the assumption that the relation between the two sets of coordinates is a certain rigid transformation, an explicit least squares solution is obtained. This solution requires the singular value decomposition of a related matrix.

Other topics in the paper include an appropriate angular representation of the resulting orthogonal transformation matrix, and a computational algorithm for the various required quantities.


Key words. orthogonal matrices, singular value decomposition, orthogonal Procrustes problem, analysis of measurements, quality control, part matching, least squares

1. Introduction. The following problem arises in the analysis of measurements made on manufactured parts for the purpose of quality control.

A part is to be machined in accordance with specifications on drawings. To check conformance of this part with the drawings, a set of distinguished points is taken from the drawings and a corresponding set of points is taken from the part. If discrepancies between the two sets of coordinates are all within tolerance, the part is acceptable. Otherwise the part is deemed unacceptable and is discarded.

Discrepancies between the two sets of corresponding points can come from inaccuracies in manufacturing the part, or inaccuracy in measurements with respect to coordinate systems for the part or the drawing. Furthermore, it may be necessary to measure the set of points on the part in a different coordinate system than the points on the drawing. This introduces (possibly) large discrepancies between the points on the part and the points on the drawing.

We will not discuss in detail the problem of where or how the distinguished set of measurements should be taken on both the drawing and the part. This is a difficult matter that involves judgment from the individual responsible for quality control of the manufacturing process.

To salvage acceptable parts, one must account for the different coordinate system, in the two sets of measurements. It seems plausible that (to within error whose effect is negligible relative to tolerances) the coordinate axes of the set of drawings are orthogonal. Also, errors in any measurements made on the drawings are similarly negligible. One also expects that the measuring device, to within acceptable errors, yields measurements relative to a set of orthogonal coordinate axes. However, in addition to any intended change of coordinate system, the part undergoing the test may be improperly positioned relative to the coordinate system of the measuring device. This could result from some designated point on the part not being set at its prescribed location or from the entire part being misoriented relative to the coordinate axes. To accommodate these possibilities the relationship between the coordinate

[^46]systems should have the general form of a rigid transformation
drawing points $=$ orthogonal matrix $\times$ part points + fixed translation.
(This form of transformation also seems consistent with what one might do to fit two parts together without forcing. In fact, one could consider one of the parts as the "drawing." Then the transformation can be used to mate the two parts.) It is possible to minimize this corresponding discrepancy between drawing points and transforms of part points in the least squares sense. One can then base the accept or reject tests on the residuals of these equations. Perhaps the most natural choice for an approximation criterion would be to minimize the maximum residual. No direct solution to this "min-max" problem, with the simplicity of the solution for the least squares criterion, is known to the authors.

Using least squares, it is possible to give a simple algorithm for computing the (unknown) orthogonal matrix and the fixed translation of this transformation. The expression for this orthogonal matrix involves quantities that derive from the singular value decomposition (SVD) [1, pp. 238-239] of a related matrix. This is fully developed in § 2.

Section 3 outlines the computations to be performed and $\S 4$ discusses the numerical analysis of the process and describes a computer program. Section 5 presents an appropriate angular representation for the transformation matrix. Although the original problem was in two or three space dimensions (and it is difficult to contemplate the problem in higher dimensions) the treatment in §§ 2 and 3 is applicable to any finite-dimensional space.
2. Analysis. In the following development the vectors are real, $n$-dimensional, and are also considered as $n \times 1$ matrices. For our derivation of the optimal transformation, we use the functional

$$
(M, N) \equiv \operatorname{trace}\left(M^{T} N\right)
$$

For $M=N$, this dot (or inner) product defines the Frobenius or Euclidean norm in the linear vector space of $\hat{m} \times \hat{n}$ real matrices. (Here $M^{T}=$ transpose of $M$, and trace $\left(M^{T} N\right)=$ sum of the diagonal terms of $M^{T} N$.)

The dot product has a number of easily proved properties stated as (1)-(5). Those properties allow for various formal interchanges in terms involving dot products of matrices. These rules are used freely within this section.

$$
\begin{gather*}
(M, N)=(N, M),  \tag{1}\\
(M, N)=\left(N^{T}, M^{T}\right),  \tag{2}\\
(M N, P Q)=\left(N Q^{T}, M^{T} P\right) . \tag{3}
\end{gather*}
$$

In (3), the indicated products must be defined in order for this to make sense. Also,

$$
\begin{gather*}
(M, N+P)=(M, N)+(M, P)  \tag{4}\\
(M, \alpha N)=\alpha(M, N)=(\alpha M, N) \tag{5}
\end{gather*}
$$

for scalar values of $\alpha$.
The set of drawing points and the set of part points are respectively denoted by $\left\{Y_{i} \mid 1 \leqq i \leqq K\right\}$ and $\left\{X_{i} \mid 1 \leqq i \leqq K\right\}$. Since the coordinate systems for the drawing points

Y and part points $X$ are related by a rigid transformation we have

$$
\begin{equation*}
Y=A X+B \tag{6}
\end{equation*}
$$

In (6), the $n \times n$ matrix $A$ is orthogonal, $A^{T} A=I$, while $B$ is an $n$-vector.
Other authors have considered problems and used methods that are closely related to ours. For example, Green [5], Bar-Itzhack [6] and especially Schönemann [7] have solved the problem of minimizing $(A \tilde{X}-\tilde{Y}, A \tilde{X}-\tilde{Y})$ where $\tilde{X}$ and $\tilde{Y}$ are $N \times K$ real matrices and $A$ is an $N \times N$ orthogonal matrix. Here we solve the problem of minimizing $\left(A \tilde{X}+B \mathbf{e}^{T}-\tilde{Y}, A \tilde{X}+B \mathbf{e}^{T}-\tilde{Y}\right)$ where $\tilde{X}, \tilde{Y}$ and $A$ are as stated above, $B$ is an $N$-vector, and determinant of $A=+1$. (The vector $\mathbf{e}=(1, \cdots, 1)^{T}$.)

The use of the singular value decomposition of square matrices, as utilized in this paper, simplifies derivations of the formulas for $A$ and the required computations. The methods we present also apply to the above-mentioned related problems where $A$ is only required to be orthogonal.

To obtain the best fit in the least squares sense, we want to minimize

$$
f(A, B)=\sum_{i=1}^{K}\left(B-\left(\boldsymbol{Y}_{i}-A X_{i}\right), B-\left(\boldsymbol{Y}_{i}-A X_{i}\right)\right) .
$$

This expression can be simplified by eliminating $B$ as an unknown. To do this we use Lemma 1.

Lemma 1. If $\left\{\boldsymbol{R}_{i} \mid 1 \leqq i \leqq K\right\}$ is a set of $n$-vectors, then $\phi(\boldsymbol{R})=\sum_{i=1}^{K}\left(\boldsymbol{R}-\boldsymbol{R}_{i}, \boldsymbol{R}-\boldsymbol{R}_{i}\right)$ is minimized if and only if $R=\bar{R}=\left(\sum_{i=1}^{K} R_{i}\right) / K$.

This lemma is easily proved by noting that, for all $R, \phi(R)=$ $\sum_{i=1}^{K}\left[(R-\bar{R}, R-\bar{R})+\left(R_{i}-\bar{R}, R_{i}-\bar{R}\right)\right]$.

For any specific choice of $A$, including the optimal value of $A$ which we do not know yet, Lemma 1 shows that $f(A, B)$ is minimized with

$$
\begin{equation*}
B=\bar{B}=\bar{Y}-A \bar{X}, \tag{7}
\end{equation*}
$$

where

$$
\bar{Y}=\left(\sum_{i=1}^{K} Y_{i}\right) / K
$$

and

$$
\bar{X}=\left(\sum_{i=1}^{K} X_{i}\right) / K
$$

Substituting this expression for $B=\bar{B}$ into $f(A, B)$ and defining the two sets of points (each with mean zero)

$$
\begin{equation*}
x_{i}=X_{i}-\bar{X}, \quad y_{i}=Y_{i}-\bar{Y}, \quad i=1, \cdots, K \tag{8}
\end{equation*}
$$

leads to the expression

$$
f(A, \bar{B})=\sum_{i=1}^{K}\left(A x_{i}-y_{i}, A x_{i}-y_{i}\right)
$$

We want to choose an orthogonal $n \times n$ matrix $A$ (possibly with the additional restriction $\operatorname{det}(A)=1)$, to minimize $f(A, \bar{B})$. Using (1), (4) and (5),

$$
f(A, \bar{B})=\sum_{i=1}^{K}\left[\left(A x_{i}, A x_{i}\right)-2\left(y_{i}, A x_{i}\right)+\left(y_{i}, y_{i}\right)\right] .
$$

An application of (3)-(5), together with the fact that $A$ is an orthogonal matrix, shows that

$$
f(A, \bar{B})=-2 \sum_{i=1}^{K}\left(y_{i}, A x_{i}\right)+\sum_{i=1}^{K}\left[\left(x_{i}, x_{i}\right)+\left(y_{i}, y_{i}\right)\right] .
$$

Finding $\boldsymbol{A}$ to minimize $f(A, \bar{B})$ requires finding an orthogonal matrix that maximizes the related functional

$$
g(A)=\sum_{i=1}^{K}\left(y_{i}, A x_{i}\right) .
$$

Again, (3) and (4) show that, with $C=\sum_{i=1}^{K} y_{i} x_{i}^{T}$,

$$
\begin{equation*}
g(A)=\sum_{i=1}^{K}\left(y_{i} x_{i}^{T}, A\right)=\left(\sum_{i=1}^{K} y_{i} x_{i}^{T}, A\right) \equiv(C, A) \tag{9}
\end{equation*}
$$

It is worthwhile to point out that the inclusion of weights in the definition of $f(A, B)$ adds no essential complication or change to the development given here. In fact, if

$$
f(A, B)=\sum_{i=1}^{K} \gamma_{i}^{2}\left(B-\left(Y_{i}-A X_{i}\right), B-\left(Y_{i}-A X_{i}\right)\right), \quad \gamma_{i} \neq 0,
$$

then an obvious modification of Lemma 1 shows that

$$
\begin{gathered}
B=\bar{B}=\bar{Y}-A \bar{X}, \\
\bar{Y}=\sum_{i=1}^{K} \gamma_{i}^{2} Y_{i} / \sum_{i=1}^{K} \gamma_{i}^{2},
\end{gathered}
$$

and

$$
\bar{X}=\sum_{i=1}^{K} \gamma_{i}^{2} X_{i} / \sum_{i=1}^{K} \gamma_{i}^{2} .
$$

Equation (8) is still valid, and minimizing

$$
f(A, \bar{B})=\sum_{i=1}^{K} \gamma_{i}^{2}\left(A x_{i}-y_{i}, A x_{i}-y_{i}\right)
$$

is equivalent to maximizing

$$
g(A)=\left(\sum_{i=1}^{K} \gamma_{i}^{2} y_{i} x_{i}^{T}, A\right)=(C, A)
$$

Our point here is that the use of weights merely changes the computation of $\bar{X}$, $\bar{Y}$ and $C$ in a trivial way. The arguments that follow remain unchanged.

To aid in the choice of $A$ that maximizes $g(A)$, we introduce the singular value decomposition, SVD, of the $n \times n$ matrix $C$,

$$
\begin{equation*}
C=U S V^{T} \tag{10}
\end{equation*}
$$

In (10) the $n \times n$ matrices $U$ and $V$ are orthogonal. Further, the $n \times n$ diagonal matrix $S=\operatorname{diag}\left(s_{1}, \cdots, s_{n}\right)$ has the singular values of $C$ as its diagonal terms with $s_{1} \geqq s_{2} \geqq \cdots \geqq s_{n} \geqq 0$. Substituting the SVD of $C$ from (10) into $g(A)$ of (9) results in

$$
g(A)=\left(U S V^{T}, A\right)=\left(S, U^{T} A V\right)=(S, W)
$$

where $W=U^{T} A V=\left\{w_{i j}\right\}$ is an $n \times n$ orthogonal matrix.

We now consider two cases for the optimal choice of $\boldsymbol{A}$. In the first case $A$ may be any orthogonal matrix, whereas in the second case $\boldsymbol{A}$ must also have determinant equal to the value 1 .

Case I. Determinant of $A$ has either sign. Since $W$ is an $n \times n$ orthogonal matrix, each diagonal term satisfies $\left|w_{i i}\right| \leqq 1$, and thus

$$
(S, W)=\sum_{i=1}^{n} s_{i} w_{i i} \leqq \sum_{i=1}^{n} s_{i} .
$$

This inequality becomes an equality if and only if $w_{i i}=1$ for each $s_{i}>0$. If $r$ is the number of nonzero singular values, then $g(A)=(S, W)$ is maximized precisely when

$$
W=\left[\begin{array}{ll}
I & 0 \\
0 & Z
\end{array}\right]
$$

Here $Z$ is an arbitrary $(n-r) \times(n-r)$ orthogonal matrix. In case $r=n$ the matrix $Z$ is absent, and then $W=I$. One is always free to choose $W=I$ for all values of $r$. This is effectively the results obtained by Schönemann [7].

Case II. Determinant of $A=+1$. The required condition is equivalent to $\operatorname{det}(W)=\operatorname{det}\left(U^{T} V\right)$. If either $\operatorname{det}\left(U^{T} V\right)=1$ or $s_{n}=0$, then the maximum of $(S, W)$ is $\sum_{i=1}^{n} s_{i}$. An optimal choice of $W$ is the same as in Case I with $Z$ essentially arbitrary except for the requirement $\operatorname{det}(Z)=\operatorname{det}\left(U^{T} V\right)$. We will need the following lemma for the remaining development.

Lemma 2. Suppose that $W$ is an $n \times n$ real orthogonal matrix with $\operatorname{det}(W)=-1$. Then
(a) $\operatorname{trace}(W)=\operatorname{tr}(W) \leqq n-2$;
(b) $\operatorname{tr}(W)=n-2$ if and only if

$$
W=P \operatorname{diag}(1, \cdots, 1,-1) P^{T}
$$

for some $n \times n$ orthogonal matrix $P$.
Proof. Partition the eigenvalues of $W$ into three groups
(i) $\lambda_{1}, \bar{\lambda}_{1}, \cdots, \lambda_{p}, \bar{\lambda}_{p}\left(2 p\right.$ complex roots; $\left.\left|\lambda_{i}\right|^{2}=1\right)$,
(ii) $1, \cdots, 1$ ( $q$ roots, real and positive),
(iii) $-1, \cdots,-1$ ( $r$ roots, real and negative).

Since $\operatorname{det}(W)=\left|\lambda_{1}\right|^{2} \cdots\left|\lambda_{p}\right|^{2}(-1)^{r}=(-1)^{r}=-1$, we see that $r$ is an odd integer with $r \geqq 1$.

Using Theorem 3.9 of [2, p. 285], we note that there is a real orthogonal matrix $P$ such that $P^{T} W P$ is the direct sum of $p$ individual $2 \times 2$ matrices

$$
\left(\begin{array}{rr}
\cos \left(\theta_{i}\right) & \sin \left(\theta_{i}\right) \\
-\sin \left(\theta_{i}\right) & \cos \left(\theta_{i}\right)
\end{array}\right)
$$

and the scalar matrices $I_{q}$ followed by $-I_{r}$. Each angle $\theta_{i}$ is a principal argument of the complex eigenvalue $\lambda_{i}$ of $W, 1 \leqq i \leqq p$. Now computing $\operatorname{tr}(W)=\operatorname{tr}\left(P P^{T} W\right)=$ $\operatorname{tr}\left(P^{T} W P\right)$ shows that

$$
\operatorname{tr}(W)=2 \sum_{i=1}^{p} \cos \left(\theta_{i}\right)+q-r .
$$

The facts that $r \geqq 1, \cos \left(\theta_{i}\right) \leqq 1$, and $2 p+q=n-r$ then show that

$$
\operatorname{tr}(W) \leqq n-2 r \leqq n-2
$$

This completes the proof of part (a) of the conclusion. The "if" clause of part (b) is
obviously true. To prove the "only if" clause of part (b), suppose that $\operatorname{tr}(W)=n-2$. This can occur only if $r=1$ and

$$
2 \sum_{i=1}^{p} \cos \left(\theta_{i}\right)+q=n-1 .
$$

The last of these equations says that $p=0$ and $q=n-1$, so

$$
P^{T} W P=\operatorname{diag}-(1, \cdots, 1,-1)
$$

and the condition on $W$ follows. This completes the proof of part (b) of the lemma.
Suppose then that $\operatorname{det}\left(U^{T} V\right)=-1$ and $s_{n}>0$. In this case we show that the maximum of $(S, W)$ is $\sum_{i=1}^{n-1} s_{i}-s_{n}$ and that $W$ is essentially the matrix $\operatorname{diag}(1, \cdots, 1,-1)$.

To this end we write the inequalities

$$
\begin{aligned}
\sum_{i=1}^{n-1} s_{i}-s_{n}-(S, W) & =\sum_{i=1}^{n-1}\left(1-w_{i i}\right) s_{i}-\left(1+w_{n n}\right) s_{n} \\
& \geqq \sum_{i=1}^{n-1}\left(1-w_{i i}\right) s_{n}-\left(1+w_{n n}\right) s_{n} \\
& =[(n-2)-\operatorname{tr}(W)] s_{n} \\
& \geqq 0 .
\end{aligned}
$$

The first inequality here follows from the elementary fact that no entry of $W$ exceeds one, and that the nonnegative singular values, $\left\{s_{i}\right\}$, are ordered. The second inequality uses Lemma 2, part (a).

Suppose now that equality holds throughout these relations. If $j$ is the smallest index such that $s_{j}=s_{n}$, then equality holds throughout if and only if $w_{i i}=1$ for $i<j$ and $\operatorname{tr}(W)=n-2$. Thus $W$ maximizes $(S, W)$ if and only if $W=\operatorname{diag}\left(I_{j-1}, W_{n-j+1}\right)$ where $W_{n-j+1}$ is orthogonal, $\operatorname{det}\left(W_{n-j+1}\right)=-1$, and $\operatorname{tr}\left(W_{n-j+1}\right)=(n-j+1)-2=$ $n-j-1$. By Lemma 2, part (b), $W$ maximizes ( $S, W$ ) if and only if

$$
W=\left[\begin{array}{cc}
I_{j-1} & 0 \\
0 & P \operatorname{diag}(1, \cdots, 1,-1) P^{T}
\end{array}\right]
$$

for some orthogonal matrix $P$.
A particular choice of $W$ that always results in the maximum of $g(A)$ for Case II is

$$
W=\operatorname{diag}\left(1, \cdots, 1, \operatorname{det}\left(U^{T} V\right)\right)
$$

With this particular choice we can evaluate the orthogonal matrix

$$
A=U W V^{T}
$$

that maximizes $g(A)$ or, equivalently, minimizes $f(A, \bar{B})$.
The phenomenon of "ill-conditioning" is present in the computation of $A$ in a subtle form. The dimensions of the arbitrary matrices $Z$ and $P$ of Cases I and II are related to the multiplicity of the smallest singular value. If $s_{n}$ is the only zero singular value then the extra condition $\operatorname{det}(A)=1$ fixes the previously arbitrary scalar orthogonal matrix $Z$. Multiple zero singular values may occur when a poor choice of coordinate pairs are chosen on the part and drawing. This in turn may lead to discontinuous dependence of the matrix $A$ on the data in the sense that small changes in the data yield large (but bounded) changes in the elements of $\boldsymbol{A}$.

A similar type of discontinuity could occur in Case II when $s_{n}>0$ is a multiple singular value. These remarks should be considered with the disclaimer in the Introduction regarding the choice of a distinguished set of points. First, the pair $\{A, B\}$ may reduce the size of the residuals and hence be of value even when a large variation in $A$ may result from small variations in the data. Next, it is possible to evaluate the choice of distinguished points under certain circumstances that we now describe.

Suppose the part is expected to match the drawing rather closely so that $x_{k}$ is close to $y_{k}$. One can take the matrix $G$ based only on drawing points

$$
G=\sum_{k=1}^{K} y_{k} y_{k}^{T},
$$

and obtain the singular values ( $=$ eigenvalues) of $G$. Let $\delta$ be the minimum distance between two singular values of $G$. Now $C=G+H$ with $H=\sum_{k=1}^{K}\left(x_{k}-y_{k}\right) y_{k}^{T}$. If $\|H\|<\delta / 2$ then the singular values of $C$ differ from those of $G$ by less than $\delta / 2$ and also are distinct, [1, p.25]. Here $\|\cdot\|=$ largest singular value.)

Should the choice of a distinguished set be a poor one on the basis of the suggested evaluation, it might be possible to change to a completely different distinguished set or to significantly modify the matrix $C$ by adding points to the distinguished set. Such possibilities depend of course on the nature of the part and its intended usage.

Frequently a drawing for a part is in a different scale than the part itself. This means that the set of part points $\left\{X_{i}\right\}$ may be derived from a set of actual measurements on the part $\left\{\hat{X}_{i}\right\}$, by a scale factor, $X_{i}=\alpha \hat{X}_{i}, i=1, \cdots, K$.

To provide a check for consistency of these measurements, one can slightly extend the type of transformation allowed, namely, a rigid transformation combined with a change of scale, or

$$
Y=\alpha A X+B .
$$

Here $\alpha \geqq 0$ is a scale factor to be determined, $A$ is orthogonal, and $B$ is an $n$-vector. The optimal value of $\alpha$ does not affect the optimal choice for $A$. We will not prove this here, but one chooses $A$, as outlined above but using the data $\left\{\hat{X}_{i}\right\}$ instead of $\left\{X_{i}\right\}$.

The optimal choice for $\alpha$ can be shown to be based on the quantity $\tilde{g}=g(A)=$ $\sum_{i=1}^{K}\left(A x_{i}, y_{i}\right)$ as follows:

$$
\alpha= \begin{cases}\tilde{g} / \sum_{i=1}^{K}\left(x_{i}, x_{i}\right), & \tilde{g}>0 \\ 0, & \text { otherwise }\end{cases}
$$

Now, for example, one can examine the size of both sets of residuals, $1 \leqq i \leqq K$,

$$
Y_{i}-A X_{i}-B, \quad B=\bar{Y}-A \bar{X},
$$

and

$$
Y_{i}-\alpha A X_{i}-\hat{B}, \quad \hat{B}=\bar{Y}-\alpha A \overline{\hat{X}} .
$$

This consistency check on the scaling of measurements can catch the following type of blunder: A part is manufactured half as large as the drawing scale when it should have been twice as large as the drawing scale.

Incidentally, it is not necessarily true that the residuals using $\alpha$ will be smaller than the residuals with $\alpha=1$. What is true, of course, is that the sums of squares of residuals is not larger with the optimal $\alpha$ than with $\alpha=1$.

Monitoring of the value of $\alpha$ can provide information of potential use for process control. If $\alpha$ is usually significantly above (below) unity, then there is probably a bias in the process. If in addition, the residuals using the optimum value of $\alpha$ are significantly smaller than those for $\alpha=1$, then there is possibly a removable source of error in the process.
3. Computational steps. The given data are the set $\left\{Y_{i}\right\}$ of drawing points and the set $\left\{X_{i}\right\}$ of part points. An algorithm is outlined for determining the orthogonal matrix $A$, the $n$-vector $B$, and the optimum scale factor, $\alpha$.

## Step Operation

1. Compute the means

$$
\bar{Y}=\left(\sum_{i=1}^{K} Y_{i}\right) / K, \quad \bar{X}=\left(\sum_{i=1}^{K} X_{i}\right) / K .
$$

2. Compute the differences

$$
y_{i}=Y_{i}-\bar{Y}, \quad x_{i}=X_{i}-\bar{X}, \quad i=1, \cdots, K
$$

3. Compute the matrix

$$
C=\sum_{i=1}^{K} x_{i} y_{i}^{T}
$$

4. Compute the SVD of $C$,

$$
C=U S V^{T}
$$

5. Compute the product $U^{T} V$.
6. Compute the value

$$
\sigma=\operatorname{det}\left(U^{T} V\right)
$$

7. Compute the orthogonal matrix

$$
A=U \operatorname{diag}(1, \cdots, 1, \sigma) V^{T}
$$

8. Compute the points $A x_{i}$ and $y_{i}, i=1, \cdots, K$.
9. Compute the scalar $g=\sum_{i=1}^{K}\left(A x_{i}, y_{i}\right)$.
10. Compute the optimum scale factor $\alpha$ :

$$
\alpha= \begin{cases}g / \sum_{i=1}^{K}\left(x_{i}, x_{i}\right), & g>0 \\ 0, & \text { otherwise }\end{cases}
$$

11. Compute the translation vector

$$
B=\bar{Y}-A \bar{X}
$$

12. Compute the residuals

$$
\begin{aligned}
r_{i} & =y_{i}-A x_{i}, \quad i=1, \cdots, K \\
& \left(=Y_{i}-A X_{i}-B\right) .
\end{aligned}
$$

Following Step 12, the components of the residual vector $r_{i}$ are checked for size. If they are all smaller in magnitude than a specified tolerance, the part is accepted. Otherwise the part is rejected.

The optimum scale factor can be used to generate another set of residuals $\hat{r}_{i}=Y_{i}-\alpha A \hat{X}_{i}-\hat{B}$, where $\hat{B}=\bar{Y}-\alpha A \hat{X}$. These components should usually be smaller in magnitude than the specified tolerance for acceptance of the part. The (rare) situation may occur where some $\hat{r}_{i}$ are larger than the corresponding $r_{i}$. In the case where the $r_{i}$ are within tolerances but the $\hat{r}_{i}$ are not, it seems that the part should still be accepted. Our justification for this statement is that the user of this analysis (most likely) has the two sets of points in the same scale, yielding residuals $r_{i}$. Thus some rigid transformation of one set of points to the other has been shown to exist with sufficiently small tolerances. This is, we think, the important point behind this type of analysis in the first place.
4. Numerical analysis. In $\S 3$ the main steps of an algorithm are given that allows one to compute the orthogonal matrix $A$, the vector $B$, and the scalar $\alpha$ of the transformation $Y=\alpha A X+B$. The computation of $A, B$ and the residuals $Y_{I}-$ $\left(A X_{I}+B\right)$ are done in the provided subprogram MAP $(\cdot)$ for the special cases of $n=2$ or $n=3$. Each of these steps is straightforward with the exception of Step 4. In that step the SVD of an $n \times n$ matrix $C$ is required. For general values of $n$, one can use the Golub-Reinsch algorithm as implemented in subroutine $\operatorname{SVDRS}(\cdot),[1, \mathrm{p} .250]$. However, as we noted in the Introduction, this particular problem is most likely to occur for values of $n \leqq 3$. For this reason a special and succinct version of the Golub-Reinsch algorithm was written for a $3 \times 3$ matrix. This subroutine, SVD3B3 (•), is called by $\operatorname{MAP}(\cdot)$ and implements that algorithm in this special case. By avoiding the most expensive loops and using plane rotations computed by SROTG $(\cdot),[3, \mathrm{p}$. 314], for all the elimination steps, a robust and efficient code was obtained. The exclusive use of SROTG $(\cdot)$ was made because of the few elimination steps required for a $3 \times 3$ matrix. This version of the SVD for $3 \times 3$ matrices is at least a factor of five times faster than $\operatorname{SVDRS}(\cdot)$ using the CDC 6600 computer. The package of subroutines and a sample test program are available directly from the authors. The primary subroutine of the package is MAP $(\cdot)$. This subroutine accepts data triples $\left\{X_{I}\right\}$ and $\left\{Y_{I}\right\}$ as input and returns the matrix $A$ and the vector $B$, and the residuals $R_{I}=Y_{I}-A X_{I}-B$ as output. There are approximately 796 card images in this package. The program units are all written in highly portable Fortran. We believe that it can be used on most computers that support Fortran, with no changes required. It is anticipated that the primary interest in this package is with MAP $(\cdot)$. The usage instructions for this subroutine are as follows.

The user must have the following declaration statement in a program that calls MAP (•):

DIMENSION $X(3, K), Y(3, K), R(3, K), A(3,3), B(3)$.

Assign values to $K, X\left({ }^{*},{ }^{*}\right)$, and $Y\left({ }^{*},{ }^{*}\right)$ and execute the subroutine call
CALL MAP $(K, X, Y, R, A, B)$.

The parameters in the calling sequence fall into two classes: Input and Output.

Input
$K, X(3, K), Y(3, K)$ The integer $K$ contains the number of triples of points, $\left\{X_{I}\right\}$ and $\left\{Y_{I}\right\}$. The arrays $X(3, K)$ and $Y(3, K)$ contain the $X_{I}$ and $Y_{I}$, respectively. The first coordinate of $X_{I}$ is stored in $X(1, I)$; the second is stored in $X(2, I)$; the third is stored in $X(3, I)$. The same convention holds for $Y_{I}$. (Note that for $n=2$ variables, the third coordinate of both the $X_{I}$ and $Y_{I}$ should be fixed at the same value, say zero.)

Output
$R(3, K) \quad$ The residuals $R_{I}=Y_{I}-A X_{I}-B$ are returned in the array $R(3, K)$. The coordinates of $R_{I}$ are stored in the same convention as the coordinates of the $X_{I}$ and $Y_{I}$.
$A(3,3), B(3) \quad$ The optimal orthogonal transformation matrix, $A$, and translation vector, $B$, are returned in the arrays $A(3,3)$ and $B(3)$. The transformation has the form $Y=A X+B$. The elements $a_{I J}$ of $A$ and the entries $b_{I}$ of $B$ are returned in $A(I, J)$ and $B(I)$, respectively.

As an illustration of the process we used MAP $(\cdot)$ to compute $A$ and $B$ from a set of data for both $\left\{X_{I}\right\}$ and $\left\{Y_{I}\right\}$.

TAble 1
An example, for $n=3$, computed using MAP $(\cdot)$.

| $\boldsymbol{I}$ | $X_{I}$ | $Y_{I}$ | $1000 \times\left(R_{I}=Y_{I}-A X_{I}-B\right)$ |
| :---: | :---: | :---: | :---: |
|  | 0.99962512 | 1.0 | -0.82456 |
| 1 | 1.00049650 | 1.0 | 0.28771 |
|  | 0.99903218 | 1.0 | -0.23266 |
|  | 0.99837196 | 1.0 | 0.93430 |
| 2 | 0.99947869 | 1.0 | -0.17797 |
|  | -1.00200510 | -1.0 | 0.80444 |
|  | -1.00184080 | -1.0 | 1.39634 |
| 3 | -1.00025510 | -1.0 | 0.28408 |
|  | 1.00015700 | 1.0 | -0.38086 |
|  | -0.99843296 | -1.0 | -1.50609 |
| 4 | -1.00105830 | -1.0 | -0.39382 |
|  | -1.00003210 | -1.0 | -0.19092 |
| A: | 0.9999999 | 0.00037760 | 0.00025253 |
|  | -0.00037741 | 0.99999965 | -0.00074112 |
| B: | -0.00025281 | 0.00074102 | 0.99999969 |

5. Angular representation of the orthogonal matrix $\boldsymbol{A}$ for $\boldsymbol{n}=3$. Occasionally one needs to represent a $3 \times 3$ orthogonal matrix as a product of plane rotations or by the angles of these rotations. In a sense, the $3 \times 3=9$ pieces of data can be represented with just three pieces of data. (Often machines are manufactured so that achieving a rigid coordinate transformation can only be done by rotating about one coordinate axis, then another, etc.) It seems to the authors that there are compelling reasons to suggest that the use of Euler angles [4, p. 259-270] is the wrong approach for representing a broad class of orthogonal matrices. Briefly, the Euler angles are
derived from the three plane rotation matrices that diagonalize the orthogonal matrix $A$, determinant of $A=1$. The $c_{i}=\cos \left(\theta_{i}\right)$ and $s_{i}=\sin \left(\theta_{i}\right), i=1,2,3$. First, $c_{1}$ and $s_{1}$ are chosen to eliminate the entry at the intersection of row 1 and column 3 of $\boldsymbol{A}$. This rotation is applied to $A$ to form the matrix product $R_{1} A$. Next, $c_{2}$ and $s_{2}$ are chosen to eliminate row 2 , column 3 of $R_{1} A$. This rotation is applied to $R_{1} A$ to form the product $R_{2} R_{1} A$. Finally, $c_{3}$ and $s_{3}$ are chosen to eliminate row 1 , column 2 of $R_{2} R_{1} A$. The product $R_{3} R_{2} R_{1} A$ is the identity matrix by virtue of the fact that the $R_{i}$ and $A$ are orthogonal, and determinant of $A=1$.

The central problem with this representation for $\boldsymbol{A}$ in our application is that the angles $\theta_{i}$ may not depend continuously on the data. This is true because typically $\boldsymbol{A}=$ Identity matrix + small terms. These small terms uniquely determine the $\theta_{i}$, but an arbitrarily small change to these terms can make a change in the $\theta_{i}$ as much as $2 \pi$.

$$
\left[\begin{array}{ccc}
c_{3} & s_{3} & 0 \\
-s_{3} & c_{3} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{2} & s_{2} \\
0 & -s_{2} & c_{2}
\end{array}\right]\left[\begin{array}{ccc}
c_{1} & s_{1} & 0 \\
-s_{1} & c_{1} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Fig. 1. Deriving Euler angles from an orthogonal matrix.

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{3} & s_{3} \\
0 & -s_{3} & c_{3}
\end{array}\right]\left[\begin{array}{ccc}
c_{2} & 0 & s_{2} \\
0 & 1 & 0 \\
-s_{2} & 0 & c_{2}
\end{array}\right]\left[\begin{array}{ccc}
c_{1} & s_{1} & 0 \\
-s_{1} & c_{1} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Fig. 2. Deriving stable set of angles from an orthogonal matrix.
Our suggestion for a set of angle coordinates for $\boldsymbol{A}$ in our application is based on triangularizing $A$ as shown in Fig. 2. The first plane rotation is chosen to eliminate row 2 , column 1 . This plane rotation is applied to $A$ to form $P_{1} A$. Next, the second plane rotation is determined that eliminates row 3, column 1 of $P_{1} A$. This is applied to $P_{1} A$ to form $P_{2} P_{1} A$. Finally, the third plane rotation is applied to eliminate row 3 , column 2 of $P_{2} P_{1} A$. This yields the (continuous) representation $A=P_{1}^{T} P_{2}^{T} P_{3}^{T}$.

The principal angles $\theta_{i}$ satisfying $c_{i}=\cos \left(\theta_{i}\right), s_{i}=\sin \left(\theta_{i}\right), i=1,2,3$ are determined using the two-argument arctangent function. This elementary function is available in most Fortran systems as ATAN2 $(\cdot, \cdot)$. One can also use the idea of Stewart [3, p. 314] to essentially store just one number for the pair $\left(c_{i}, s_{i}\right), i=1,2,3$. This is equivalent to storing the angles $\theta_{i}$, but it avoids computing the arctangent, sine and cosine functions to reconstruct the rotation matrices.
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# SOLUTION OF HOMOGENEOUS SYSTEMS OF LINEAR EQUATIONS ARISING FROM COMPARTMENTAL MODELS* 

R. E. FUNDERLIC $\dagger$ AND J. B. MANKIN $\dagger$


#### Abstract

Systems of linear differential equations with constant coefficients, $A x=\dot{x}$, with the matrix $A$ having nonnegative off-diagonal elements and zero column sums, occur in compartmental analysis. The steady-state solution leads to the homogeneous system of linear equations $A x(\infty)=\dot{x}(\infty)=0 . L U$-factorization, the Crout algorithm, error analysis and solution of a modified system are treated.
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Introduction. The mathematical theory of systems of linear, ordinary differential equations with constant coefficients was applied to tracer experiments to explain and analyze data consisting of concentrations in various organs [13], [14], [16], [19]. Mathematically, this corresponds exactly with the compartmental models later applied in ecology [9], [10], [11]. O'Neill [12] presented a survey paper on the use of compartmental models in ecology, and he dates their initial applications from about 1960.

A compartmental model is one in which the system is conceptualized as being $n$ distinct, interconnected compartments between which usually either mass or energy is transported. Ideally, the compartments are assumed to be homogeneous and uniform with no internal gradients, but, in reality, all that is necessary is that the modeler conceptualize them mathematically as distinct.

A fundamental aspect of the model is the form of the transfer function between compartments. O'Neill [12] reviewed the conditions under which such transfer functions reasonably represent real systems. We will confine ourselves to the usual transfer functions that are a linear combination of the state variables. With this assumption, the dynamics of a compartmental model can be expressed by a system of first-order linear ordinary differential equations with constant coefficients.

The increase of atmospheric carbon dioxide as a result of increased fossil fuel combustion has stimulated the development and study of global carbon models. Many of the models of the carbon cycle are formulated as closed systems. A closed system is one in which there is no flow of mass across the boundaries of the system. In other words, the amount of mass within the system remains constant. This means that many of the carbon models may be considered as described by the following set of linear, ordinary differential equations with constant coefficients:

$$
\begin{equation*}
\dot{x}=A x, \quad x\left(t_{0}\right)=x_{0}, \tag{1}
\end{equation*}
$$

where the elements of $x$ represent concentrations of carbon in a compartment, e.g., troposphere, and the elements of the matrix $A$ represent the transfer coefficients from one compartment to another. The solution of the steady state of this system then

[^47]amounts to solving the homogeneous system of linear algebraic equations:
\[

$$
\begin{equation*}
A x=0 \tag{2}
\end{equation*}
$$

\]

which has a nontrivial vector solution $x$ if and only if $A$ is singular (i.e., $\operatorname{det} A=0$ ). Since the system is closed, the elements of the matrix $A$ obey the following relationships:

$$
\begin{equation*}
a_{i j} \geqq 0, \quad i \neq j, \quad a_{i i}=-\sum_{j \neq i} a_{j i}, \quad i=1,2, \cdots, n . \tag{3}
\end{equation*}
$$

That is, the column sums of $A$ are zero and therefore $A$ is singular. Matrices with properties (3) will be called compartmental matrices or C-matrices for brevity. A more thorough derivation of the differential equation and a discussion of many of the fundamental properties of $C$-matrices are given in [3]. The negative of a $C$-matrix is in the class of $M$-matrices. A frequently used definition of an $M$-matrix is that its off-diagonal elements are nonpositive and the real parts of the eigenvalues are nonnegative. A comprehensive exposition on $M$-matrices has been given by Berman and Plemmons [1]. The conservation property of $C$-matrices

$$
\begin{equation*}
\sum_{i=1} x_{i}(t)=c \quad(\text { a constant }) \tag{4}
\end{equation*}
$$

is assumed for all time, $t$. The problem, then, is to solve (2) for the state variables at steady state.

Reduction to irreducible systems. A compartmental system is said to be irreducible if there is a way, perhaps indirectly, for "material" to flow from each compartment to each of the other compartments. Compartmental matrices associated with irreducible systems are thus irreducible, and have rank one less than their order [2]. The system on the left in Fig. 1 gives rise to an irreducible matrix; the one on the right does not, since, for example, material does not pass from compartment 1 to compartment 3.


Fig. 1. Irreducible (a) and reducible (b) systems.
If a system is reducible, then there is a permutation of the labels of the compartments of the system that gives a matrix of the form

$$
\begin{equation*}
\left[\right], \tag{5}
\end{equation*}
$$

where the diagonal submatrices $A_{i i}$ are square and either irreducible or zero matrices of order one (e.g., Berman and Plemmons [1, pp. 34-48]). Except for extremely large systems, there is good computer software [6] to effect this reduction. This report will assume that the matrices under consideration are irreducible $C$-matrices.

If all the submatrices above the diagonal blocks in (5) are zero, then the corresponding physical system is made up of $p$ completely independent subsystems. The case of nonzero submatrices above the diagonal blocks is best described by an example. If a system is as in Fig. 2, then the steady state of the system will be solved by a system of equations of the form

$$
\left[\begin{array}{llllll}
* & * & 0 & 0 & * & 0  \tag{6}\\
* & * & 0 & 0 & 0 & 0 \\
0 & 0 & * & * & 0 & 0 \\
0 & 0 & * & * & 0 & 0 \\
0 & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & 0 & * & *
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right],
$$

where the *'s indicate nonzeros. Thus

$$
A_{33}\left[\begin{array}{l}
x_{5} \\
x_{6}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

can only have the solution $x_{5}=x_{6}=0$, and only two systems of order 2 need be solved to provide a steady-state solution for the physical system in Fig. 2. This simple example shows the importance both physically and computationally of determining, if reasonably possible, the reducibility of the physical system.


FIG. 2. A reducible system in which compartments 5 and 6 will empty.
$\boldsymbol{L} \boldsymbol{U}$-decompositions of compartmental matrices. It is well known that the solution of general linear homogeneous systems is usually more difficult [5], [8] than that of nonsingular systems. However, the solution of irreducible compartmental systems will be shown to be relatively easy.

Singular irreducible $M$-matrices, $A$, have $L U$-decompositions such that $L$ is lower triangular and $U$ is upper triangular (Kuo [7] and cf. Berman and Plemmons [1, p. 157]). Furthermore, $l_{n n} u_{n n}=0$, and $L$ may be chosen as a nonsingular $M$-matrix. This shows that irreducible $C$-matrices have $L U$-decompositions. An alternate proof to Kuo's result is given here and it is shown that for a $C$-matrix $A, L$ or $U$ can be chosen as a $C$-matrix.

The existence of $L U$-decompositions for irreducible $C$-matrices is illustrated here by a system of order four. Let

$$
A=\left[\begin{array}{rrrr}
-\sum a_{i} & b_{1} & c_{1} & d_{1} \\
a_{1} & -\sum b_{i} & c_{2} & d_{2} \\
a_{2} & b_{2} & -\sum c_{i} & d_{3} \\
a_{3} & b_{3} & c_{3} & -\sum d_{i}
\end{array}\right] .
$$

Dropping the subscript from sums the first Gauss step [15] uses an elementary triangular matrix with first column

$$
\left[\begin{array}{c}
1 \\
a_{1} / \sum a \\
a_{2} / \sum a \\
a_{3} / \sum a
\end{array}\right]
$$

There is no loss in generality and it simplifies the algebra to scale the elementary matrix by $\sum a$. Thus

$$
\begin{array}{cccc}
{\left[\begin{array}{cccc}
\sum a & 0 & 0 & M_{1} \\
a_{1} & \sum a & 0 & 0 \\
a_{2} & 0 & \sum a & 0 \\
a_{3} & 0 & 0 & \sum a
\end{array}\right]\left[\begin{array}{cccc}
-\sum a & b_{1} & c_{1} & d_{1} \\
a_{1} & -\sum b & c_{2} & d_{2} \\
a_{2} & b_{2} & -\sum c & d_{3} \\
a_{3} & b_{3} & c_{3} & -\sum d
\end{array}\right]} \\
\quad=\left[\begin{array}{clll}
-\left(\sum a\right)^{2} & b_{1} \sum a & c_{1} \sum a & d_{1} \sum a \\
\hdashline 0 & b_{1} a_{1}-\bar{b} \sum a & c_{1} a_{1}+c_{2} \sum a & d_{1} a_{1}+\bar{d} \sum a \\
0 & b_{1} a_{2}+b_{2} \sum a & c_{1} a_{2}-\sum c \sum a & d_{1} a_{2}+d_{3} \sum a \\
0 & b_{1} a_{3}+b_{3} \sum a & c_{1} a_{3}+c_{3} \sum a & d_{1} a_{3}-\sum d \sum a
\end{array}\right] .
\end{array}
$$

That is,

$$
M_{1} A=\left[\begin{array}{llll}
* & * & * & * \\
0 & & & \\
0 & & A^{\prime} & \\
0 & & &
\end{array}\right],
$$

where $A^{\prime}$ is an irreducible $C$-matrix. The irreducibility of $A^{\prime}$ follows because, otherwise, the expressions for the elements of $A^{\prime}$ would imply the matrix $A$ to be reducible. Thus for general $n$-compartment irreducible systems, Gaussian elimination can be carried out on the successive $A^{\prime}$ submatrices without row interchanges. Finally, the $A^{\prime}$ matrix of order two will be reduced to a matrix with last row zero.

If a matrix has an $L U$-decomposition, and $D$ is a nonsingular diagonal matrix, then $(L D)\left(D^{-1} U\right)$ is another such decomposition. This allows the choice of ones for the diagonal elements of $U$ and thus irreducible $C$-matrices have $L U$-decompositions (illustrated for order four) of the form

$$
L U=\left[\begin{array}{cccc}
l_{11} & 0 & 0 & 0  \tag{7}\\
* & l_{22} & 0 & 0 \\
* & * & l_{33} & 0 \\
* & * & * & l_{44}
\end{array}\right]\left[\begin{array}{cccc}
1 & * & * & * \\
0 & 1 & * & * \\
0 & 0 & 1 & * \\
0 & 0 & 0 & u_{n n}
\end{array}\right],
$$

where $l_{n n} u_{n n}=0$. With this restriction, any convenient choice for $l_{n n}$ and $u_{n n}$ may be made. The same type of argument gives an alternate proof to Kuo's proof [7] that $M$-matrices have $L U$-factorizations of the form (7). Deletion of the last column of $L$ and the last row of $U$ gives what is called a full rank decomposition of $A$, i.e., the columns of $L$ and those of $U^{T}$ are each a set of linearly independent vectors. The choice $l_{n n}=0$ and consideration of this full rank decomposition of $A$ lead to a proof that $L$ is a $C$-matrix. The next paragraph shows this.

Let $L U$ be a full rank decomposition of an irreducible $C$-matrix as developed in the last paragraph, and let $e$ be a column vector with all ones. Then since $A$ is a $C$-matrix, $e^{T} A=0$ or $U^{T}\left(L^{T} e\right)=0$. Since $U^{T}$ has linearly independent columns, $L e^{T}=0$. Thus the column sums of $L$ are zero. The first Gauss step and the obvious induction show that the elements above the diagonal of $U$ are nonpositive and those below the diagonal of $L$ are nonnegative. Thus if $L$ is again assumed square of order $n$ and if $l_{n n}$ is chosen as zero, $L$ is a $C$-matrix.

The standard uniqueness theorem (e.g., Stewart [15, pp. 132-133]), for nonsingular $L U$-decompositions is easily modified for the rank $n-1 C$-matrices under consideration. Let $L_{1} U_{1}$ be an $L U$-factorization of a $C$-matrix $A$ as in (7) with $L_{1}$ nonsingular. Then let $L_{2} U_{2}$ be any other $L U$-factorization of $A$. Then $L_{1}^{-1} L_{2}$ is lower triangular and

$$
U_{1}=L_{1}^{-1} L_{2} U_{2}
$$

is upper triangular. This implies that $L_{1}^{-1} L_{2}$ is a diagonal matrix $D$ with nonzero diagonal elements, except for possibly the $n, n$ element. Thus an $L U$-factorization of an irreducible $C$-matrix is unique up to a diagonal scale factor, i.e., $L_{2}=L_{1} D$ and $U_{1}=D U_{2}$.

Conversely, suppose a matrix $A$ has an $L U$-decomposition with $\operatorname{rank}(L)=$ $\operatorname{rank}(U)=n-1, l_{n n}=u_{n n}=0, L$ a $C$-matrix and $U$ an $M$-matrix. One might expect that $L U$ is a $C$-matrix. The following example shows this not to be the case:

$$
A=\left[\begin{array}{rrc}
-2 & 2 & 2 c \\
1 & -3 & 2-c \\
1 & 1 & -(2+c)
\end{array}\right]=\left[\begin{array}{rrr}
-2 & 0 & 0 \\
1 & -2 & 0 \\
1 & 2 & 0
\end{array}\right]\left[\begin{array}{rrr}
1 & -1 & -c \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right] .
$$

In this example, $c$ must be between zero and two for the $L U$-decomposition to be a $C$-matrix.

In summary, despite the singularity of irreducible $C$-matrices, they have $L U$ decompositions. The singularity is always characterized by $l_{n n} u_{n n}=0$. Other than this arbitrariness and the scaling of the diagonal elements of $\boldsymbol{U}$, an $\boldsymbol{L} \boldsymbol{U}$-decomposition is unique. If the diagonal elements of $U$ are chosen positive, $L$ is a $C$-matrix and in any case its column sums other than the last are zero. If $u_{n n}$ is chosen as zero, then the system $A x=0$ can be solved by solving the equivalent triangular system $U x=0$. This will be discussed in the next section.

A simple stable method for homogeneous compartmental systems. Given an irreducible $C$-matrix, it was shown in the last section that there is an $L U$-decomposition such that $L$ is nonsingular and $U$ has ones on the diagonal except for $u_{n n}=0$. The Crout algorithm (e.g., Stewart [15, p. 135]), without pivoting will give this $L U$-decomposition because no diagonal zeros occur until the last step. The algorithm is particularly simple to implement. The two steps in Algorithm 1 are carried out for $k=1,2, \cdots, n-1$.

Algorithm 1. Crout for Irreducible $C$-matrices.

$$
\begin{aligned}
& L: a_{i k} \leftarrow a_{i k}-\sum_{m=1}^{k-1} a_{i m} a_{m k}, \quad i=k, k+1, \cdots, n, \\
& U: a_{k j} \leftarrow a_{k k}^{-1}\left(a_{k j}-\sum_{m=1}^{k-1} a_{k m} a_{m j}\right), \quad j=k+1, \cdots, n .
\end{aligned}
$$

After the two steps in Algorithm 1 are carried out, the original $C$-matrix $A$ will have been overwritten by the elements of $L$ and the elements of $U$ above its diagonal. The diagonal elements of $U$, except for $u_{n n}$, are implicitly assumed to be one, and $l_{n n}$ being an arbitrary nonzero number is not calculated. The back substitution to calculate the solution vector $x$ to $A x=0$ can start with $x_{n}=1$ and then the vector must be scaled to conform to the conservation property, $\Sigma x=c$. Algorithm 2 assumes $U$ has been calculated by the Crout algorithm (Algorithm 1).

Algorithm 2. Back Substitution for $U x=0$.

$$
\begin{array}{ll}
x_{n}=1 & \\
x_{i} \leftarrow-\sum_{j=i+1}^{n} a_{i j} x_{j}, \quad i=n-1, n-2, \cdots, 1 \\
a=c / \sum_{i=2}^{n} x_{i} & \\
x_{i} \leftarrow a x_{i}, & i=1,2, \cdots, n
\end{array}
$$

It was shown in the last section that the elements of $U$ above the diagonal are nonpositive. Thus, from the second line of Algorithm 2, the components of the steady-state vector $x$ are all nonnegative. Fiedler and Ptak [2] have shown that such a vector has strictly positive elements and the strict positivity follows from irreducibility.

To say a computer method is stable (e.g., Stewart [15, pp. 75-78]), is to say that the calculated solution is the actual solution to a problem close to the original problem. It is often necessary and often helps stability if row interchanges are performed to solve systems of equations (e.g., Stewart, [15, pp. 137-138]). For $C$-matrices, the ordering determined by row interchanges is precisely that given by no interchanges. The analysis to show that the Crout algorithm is stable for diagonally dominant matrices was done by Wilkinson [18] (also cf. Wendroff [17, pp. 122-123]). Wilkinson's analysis holds for irreducible $C$-matrices. Thus if $\bar{x}$ is the calculated solution on a $t$-digit decimal computer to a $n$-compartment system $A x=0$, then there is a matrix $E$ such that

$$
(A+E) \bar{x}=0
$$

with the elements of $E$ bounded:

$$
\begin{equation*}
\left|\varepsilon_{i j}\right| \leqq n p\left(\max \left|a_{i j}\right|\right) 10^{-t}, \tag{8}
\end{equation*}
$$

where $p$ is of order unity. It should be noted that $A+E$ is singular since the back substitution is started with $u_{n n}=0$. The factor $n$ in (8) may be eliminated ([18], cf. Stewart [15, p. 153]) if the inner products in Algorithm 1 are accumulated in double precision.

The solution of a modified system. Often the elements of a $C$-matrix are not well determined, or changing the coefficients is desired for other reasons. Thus it is important to have a cheap way to obtain the solution, $x^{\prime}$, to a modified system $A^{\prime} x^{\prime}=0$.

More formally if $\sigma$ is subtracted from an element $a_{i j}$ and added to $a_{i j}$ with $\sigma \leqq a_{i j}$ so that $A^{\prime}$ is a $C$-matrix, then

$$
A^{\prime}=A-\sigma\left(e_{i}-e_{j}\right) e_{j}^{T}
$$

where $e_{k}$ is a $k$ th unit vector, i.e., one as its $k$ th component, zeros elsewhere.
The update method developed here is essentially the Sherman-Morrison method [15] for nonsingular systems. A necessary condition for this singular version is that the
difference of unit vectors be in the column space of any $C$-matrix. The following argument shows that containment to be true.

If a vector is in the column space of $A$, then it is of the form $\sum \alpha_{i} a_{i}$ where $a_{i}$ are the columns of $A$ such that $e^{T} a_{i}=0$ where $e$ is a column vector of all ones. Thus the set

$$
\begin{equation*}
\left\{w: e^{T} w=0\right\} \tag{9}
\end{equation*}
$$

contains the column space of $A$, and clearly is a subspace with dimension one less than the order of $A$. Therefore the set (9) must be the column space of $A$, i.e., the column space of $A$ is the set of all vectors orthogonal to the vector $e$.

From an $L U$-decomposition of $A$, the system

$$
A z=L U z=e_{i}-e_{j}
$$

can then easily be solved in two steps: (a) solve $L q=e_{i}-e_{j}$, (b) $U z=q$. This requires much less work than solving $A x=0$ since $L$ and $U$ have already been calculated. A vector $x^{\prime}$ satisfying $A^{\prime} x^{\prime}=0$ may be expressed in terms of the vectors $x$ and $z$ :

$$
\begin{equation*}
x^{\prime}=x-\left[\sigma x_{j} /\left(\sigma z_{j}-1\right)\right] z, \quad \sigma z_{j}-1 \neq 0 . \tag{10}
\end{equation*}
$$

Since

$$
\begin{equation*}
A^{\prime} z=\left(1-\sigma z_{j}\right)\left(e_{i}-e_{j}\right) \tag{11}
\end{equation*}
$$

it suffices to choose $x^{\prime}=z$, if $\sigma z_{i}-1=0$.
If the same $i, j$, element of $A^{\prime}$ is to be further modified, then from (11)

$$
\left(1-\sigma z_{j}\right)^{-1} z
$$

may take the role of the new $z$.
The solution vector $x^{\prime}$ given by (10) is not zero, for if it were, then

$$
\left(\sigma z_{j}-1\right) x=\sigma x_{j} z .
$$

But in this case since $A x=0$,

$$
A z=0=e_{i}-e_{j},
$$

a contradiction.
Other types of modifications for both $C$-matrices and more general matrices will be considered in future work with R. J. Plemmons and G. H. Golub.

Examples. If

$$
A=\left[\begin{array}{rrr}
-5 & 2 & 1 \\
3 & -3 & 1 \\
2 & 1 & -2
\end{array}\right]
$$

then an $L U$-decomposition for $A$ is

$$
\left[\begin{array}{rrr}
-5 & 0 & 0 \\
3 & -\frac{9}{5} & 0 \\
2 & \frac{9}{5} & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & -\frac{2}{5} & -\frac{1}{5} \\
0 & 1 & -\frac{8}{9} \\
0 & 0 & 0
\end{array}\right] .
$$

Algorithm 1 overwrites the matrix $A$ with

$$
\left[\begin{array}{rrr}
-5 & -\frac{2}{5} & -\frac{1}{5} \\
3 & -\frac{9}{5} & -\frac{8}{9} \\
2 & \frac{9}{5} & -2
\end{array}\right] .
$$

If the sum of the components of the steady-state solution $x$ is assumed to be one, i.e., $c=1$, then Algorithm 2 gives $x^{T}=\left(\frac{5}{22}, \frac{8}{22}, \frac{9}{22}\right)$.

An example from the ecological modeling literature [4] is illustrated in Fig. 3. The relevant $C$-matrix is

$$
\left[\begin{array}{ccccc}
-0.5000 & 0.08827 & 0 & 0 & 0 \\
0.5000 & -0.47047 & 0.05682 & 0.08123 & 0 \\
0 & 0.19110 & -0.05682 & 0 & 0 \\
0 & 0.19110 & 0 & -0.11779 & 0.001198 \\
0 & 0 & 0 & 0.03656 & -0.001198
\end{array}\right] .
$$

An $L U$-decomposition computed for $A$ had

$$
\mathrm{L}=\left[\begin{array}{ccccc}
-0.5000 & 0 & 0 & 0 & 0 \\
0.5000 & -0.3822 & 0 & 0 & 0 \\
0 & 0.1911 & -0.02841 & 0 & 0 \\
0 & 0.1911 & 0.02841 & -0.03656 & 0 \\
0 & 0 & 0 & 0.03656 & 1
\end{array}\right]
$$

and

$$
U=\left[\begin{array}{ccccc}
1 & -0.17654 & 0 & 0 & 0 \\
0 & 1 & -0.14867 & -0.2153 & 0 \\
0 & 0 & 1 & -1.4296 & 0 \\
0 & 0 & 0 & 1 & -0.032768 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$



Fig. 3. A carbon model.

The matrix $A$ was overwritten by $L$ and the elements above the diagonal elements of $U$. The $a_{n n}$ element, however, does remain unchanged. The sum of the coefficients of the solution vector, i.e., $c$, was assumed to be 41145.6 as in [4]. This resulted in a solution vector calculated as

$$
x^{T}=(92.34,523.04,1759.12,1230.49,37551.61)
$$
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# CONDITION NUMBER ESTIMATION FOR SPARSE MATRICES* 
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#### Abstract

The LINPACK package of linear equation solving software provides a reliable and inexpensive algorithm for estimating the condition number of a dense matrix. The direct generalization to banded or sparse matrices is reliable, but not necessarily inexpensive. The simple modification described in this note can bring the cost of the algorithm back to a reasonable level.


Key words. matrix condition number, sparse matrices

1. Introduction. The most common estimate of the stability of the computation of the solution to the linear system, $\mathbf{A x}=\mathbf{b}$, requires knowledge of the condition number of $\mathbf{A}$ with respect to inversion,

$$
\kappa_{1}(\mathbf{A})=\|\mathbf{A}\|_{1}\left\|\mathbf{A}^{-1}\right\|_{1} .
$$

This paper is concerned with reliable and efficient a posteriori estimates for this condition number.

Systems of linear algebraic equations are usually solved by computing an LU decomposition with some form of reordering. Cline, Moler, Stewart and Wilkinson [1] discuss an algorithm which uses the $\mathbf{L U}$ decomposition to compute an estimate of the condition number $\kappa_{1}(\mathbf{A})$. (See [6] for a simple modification to improve the accuracy of the condition number estimate.) Their algorithm may be summarized as follows:

1. Select a vector $\mathbf{b}$ of +1 's and -1 's so as to locally maximize growth in the accumulated row sums for the solution of $\mathbf{w}$ where $\mathbf{U}^{T} \mathbf{w}=\mathbf{b}$.
2. Solve: $\mathbf{L}^{T} \mathbf{x}=\mathbf{w} ; \mathbf{L y}=\mathbf{x} ; \mathbf{U z}=\mathbf{y}$.
3. Then $\kappa_{1}(\mathbf{A}) \approx\|\mathbf{A}\|_{1}\|\mathbf{z}\|_{1} /\|\mathbf{x}\|_{1}$.

This algorithm is used in all the condition number estimation subroutines of LINPACK [2] with an implementation designed to work for large classes of problems. Particular care has been taken to avoid problems when the matrices and/or the condition number estimate include numbers near the overflow level of the computer. The vectors involved in the algorithm are chosen to show large growth. In order to prevent this growth from causing overflows, the LINPACK subroutines scale the current solution vector ( $\mathbf{w}$ in Step 1, $\mathbf{x}, \mathbf{y}$, and then $\mathbf{z}$ in Step 2) whenever the magnitude of a component of the solution vector in the forward or back substitution grows larger than one. The scale factor is chosen to reduce that component to be of magnitude one. The LINPACK code also scales the solution vector to unity in the 1 -norm after solving each of the four triangular systems. This latter scaling causes a significant reduction in the frequency of scaling during the following solution steps, but does not eliminate intermediate scaling altogether, nor does it affect the number of scaling operations performed in solving the initial special triangular system. In the discussion which follows, the work of scaling shall refer only to the intermediate scaling operations (to Chebyshev norm unity), and not to the scaling performed after a triangular system has been solved.

Scaling adds to the cost of the algorithm. In the worst case the scaling procedure might require $4 n^{2}$ multiplications. This is inconsequential compared to the cost of factoring a dense matrix, but scaling can dominate the cost of computing the $\mathbf{L U}$

[^48]decomposition of a banded or sparse matrix. In this note we propose a modification to the LINPACK implementation which reduces the frequency of scaling. The modification preserves the robustness while reducing the cost of scaling. A problem dependent bound on the cost of scaling which can be much less than $O\left(n^{2}\right)$ is given in the appendix. The modified algorithm has been implemented in subroutines to estimate the condition number of matrices factored in either a symmetric envelope format or a symmetric general sparse format, in addition to the dense and banded formats of the LINPACK codes.
2. Reduction of scaling operations. The LINPACK codes provide for scaling the "solution" vector in solving any of the three ordinary triangular systems, whenever the next component to be determined has magnitude greater than one. Scaling will occur in the special initial triangular system if the larger of the two possible outcomes has magnitude greater than one. When scaling is required, the current vector is scaled so that its largest component (the current component) has magnitude reduced to one. This can cause frequent scaling by numbers of magnitude near one. An extreme example of frequent scaling is illustrated by the diagonal matrix $\mathrm{D}=\operatorname{diag}\left(d_{1}, d_{2}, \cdots, d_{n}\right)$, where $d_{i}=1-i \cdot \delta$ for $0<\delta \ll 1$. For any $n$, the LINPACK codes will scale $n$ times performing a total of $n^{2}$ multiplications. Example $\mathbf{A}_{3}$ in Table 1 below requires more than $2 n^{2}$ additional multiplications. The maximum work for scaling is clearly $4 n^{2}$.

Scaling is necessary for computational reliability since preventing the current component of the solution vector from growing larger than one reduces the likelihood of overflow. But scaling should provide some significant reduction in the size of the numbers encountered. The role of scaling is to prevent overflow without causing undue loss of accuracy in (small) components already computed. We propose that the scale factor should have magnitude bounded away from one and that the scale factor always be taken to be the smaller of the LINPACK scale factor and some number $\gamma$ less than one. The LINPACK codes can be changed to incorporate this feature by altering four lines in each of the condition number estimation subroutines. Each appearance inside a DO loop of the code represented by

$$
\begin{aligned}
& \text { IF }(\cdots) \text { GO TO } \cdots \\
& S=\text { "scale factor" } \\
& \text { CALL SSCAL }(N, S, \cdot, 1)
\end{aligned}
$$

should be changed to read

$$
\begin{aligned}
& \text { IF }(\cdots) \text { GO TO } \cdots \\
& S=\text { AMIN1 }(\gamma, \text { "scale factor") } \\
& \text { CALL SSCAL }(N, S, \cdot, 1) .
\end{aligned}
$$

The scalar $\gamma$ should be chosen to avoid loss of accuracy. After some experimentation the authors settled on $\gamma=.001$ which effectively reduced the number of scaling operations while preserving accuracy in the estimate of the condition number on a computer with a wide dynamic range. The use of a reciprocal power of the machine radix may have minor advantages and a choice of $\gamma=.5$ will provide a bound on the cost of scaling without significantly reducing the robustness of the algorithm for limited dynamic range computers. For the matrix $\mathbf{D}$ described earlier a scale factor of .5 reduces the number of scaling operations from $n$ to 1 .
3. Timing comparisons. We modified LINPACK subroutine SPBCO (single precision positive definite symmetric banded linear equation factorizer and condition number estimator) to demonstrate the effect of the changes suggested above. Test
matrices were selected from two areas. The first was a set of parameterized problems chosen from Gregory and Karney [4]. These three problems have the form

$$
\begin{aligned}
& \mathbf{A}_{1}=\left[\begin{array}{rrrrrr}
2 & -1 & & & & \\
-1 & 2 & -1 & & & \\
& -1 & 2 & -1 & & \\
& & & \ddots & -1 & \\
& & & -1 & 2 & -1 \\
& & & & -1 & 2
\end{array}\right], \quad \mathbf{A}_{2}=\left[\begin{array}{rrrrrr}
3 & -1 & & & & \\
-1 & 3 & -1 & & & \\
& -1 & 3 & -1 & & \\
& & & \ddots & -1 & \\
& & & -1 & 3 & -1 \\
& & & & -1 & 3
\end{array}\right], \\
& \left.\mathbf{A}_{3}=\left[\begin{array}{rrrrrr}
5 & -4 & 1 & & & \\
-4 & 6 & -4 & 1 & & \\
1 & -4 & 6 & -4 & 1 & \\
& & & \ddots & -4 & 6
\end{array}\right]-4\right]
\end{aligned}
$$

These parameterized problems were tested with $n=500,1,000$, and 2,000 . The remaining two test matrices were chosen from a set of stiffness matrices from dynamic structural analyses. These last two matrices had order 203 and 396, with half bandwidth 21 and 112 respectively.

Table 1 displays the results of the testing with $\gamma=1, .5$, and .001 . The timings given are in seconds. The factorization time (performed by SPBFA) is given separately from the time spent in estimating the condition number. The number of scaling operations is given in parentheses following the execution time. These tests were performed on a CDC CYBER 175 computer using the FTN 4.8 compiler (OPT = 2 ) under the NOS 1.4 operating system.

Table 1
Timing results

| Test <br> Problem | $N$ | Condition <br> Number | SPBFA* <br> Time | $\gamma=1$ |  |  |
| :---: | ---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}_{1}$ | 500 | $1.00 \times 10^{5}$ | .011 | $.102(499)$ | $.044(8)$ | $.043(1)$ |
|  | 1,000 | $4.01 \times 10^{5}$ | .021 | $.309(999)$ | $.090(9)$ | $.088(1)$ |
|  | 2,000 | $1.60 \times 10^{6}$ | .041 | $1.051(1999)$ | $.180(10)$ | $.177(2)$ |
| $\mathbf{A}_{2}$ | 500 | 5.00 | .011 | $.045(1)$ | $.045(1)$ | $.045(1)$ |
|  | 1,000 | 5.00 | .021 | $.087(1)$ | $.087(1)$ | $.087(1)$ |
|  | 2,000 | 5.00 | .041 | $.178(1)$ | $.178(1)$ | $.178(1)$ |
| $\mathbf{A}_{3}$ | 500 | $1.03 \times 10^{10}$ | .020 | $.221(1409)$ | $.053(40)$ | $.049(5)$ |
|  | 1,000 | $1.65 \times 10^{11}$ | .040 | $.734(2853)$ | $.104(45)$ | $.093(7)$ |
|  | 2,000 | $2.62 \times 10^{12}$ | .075 | $2.699(5769)$ | $.202(50)$ | $.191(7)$ |
| $\mathbf{A}_{4}$ | 203 | $7.07 \times 10^{12}$ | .141 | $.052(17)$ | $.051(12)$ | $.051(7)$ |
| $\mathbf{A}_{5}$ | 396 | $2.15 \times 10^{6}$ | 2.376 | $.272(16)$ | $.270(12)$ | $.267(5)$ |

[^49]Problems $\mathbf{A}_{1}$ and $\mathbf{A}_{3}$ demonstrate the significant savings which can accrue from reducing the frequency of scaling operations. The remaining problems show only small savings in execution time. As indicated by these results the proposed modification to the LINPACK implementation of the Cline, Moler, Stewart and Wilkinson algorithm offers substantial savings in execution time for some problems without a loss of portability or accuracy and with no increase in storage requirements.
4. Appendix. We present here two theoretical results which show that our modification to the LINPACK algorithm can never result in more work and which give a bound on the work needed which can be much less than $4 n^{2}$.

Both results view the LINPACK algorithm as the successive solution of four triangular linear systems:

$$
\begin{aligned}
\mathbf{U}^{T} \mathbf{w} & =\mathbf{b}, & & \hat{\mathbf{w}}=\mathbf{w} /\|\mathbf{w}\|_{1}, \\
\mathbf{L}^{T} \mathbf{x} & =\hat{\mathbf{w}}, & & \hat{\mathbf{x}}=\mathbf{x} /\|\mathbf{x}\|_{1}, \\
\mathbf{L y} & =\hat{\mathbf{x}}, & & \hat{\mathbf{y}}=\mathbf{y} /\|\mathbf{y}\|_{1}, \\
\mathbf{U z} & =\hat{\mathbf{y}} . & &
\end{aligned}
$$

Each of these steps will be viewed as the solution of

$$
\mathbf{T} \mathbf{u}=\mathbf{v},
$$

where $\mathbf{T}$ is a triangular matrix.
Theorem 1. The modified algorithm performs a scaling on the solution vector at the $k$ th step of solving $\mathbf{T u}=\mathbf{v}$ only if the original algorithm does also.

Proof. Let $P_{j}$ be the accumulated product of scale factors for the first $j$ steps of the original algorithm, and similarily define $\hat{P}_{j}$ for the modified algorithm. Let $u^{(1)}$, $u^{(2)}, \cdots, u^{(n)}$ be the components of the solution without scaling, in the order determined. The original algorithm rescales the solution whenever $P_{j-1}<\left|u^{(j)}\right|$ and sets $\boldsymbol{P}_{j}=\left|\boldsymbol{u}^{(j)}\right|$. Clearly

$$
P_{k}=\max \left(\max _{j=1, \cdots, k}\left(\left|u^{(j)}\right|\right), 1\right)
$$

The modified algorithm rescales the solution whenever $\hat{P}_{j-1}<\left|u^{(j)}\right|$ and sets $\hat{P}_{j} \geqq\left|u^{(j)}\right|$. Thus

$$
\hat{P}_{k} \geqq \max \left(\max _{j=1, \cdots, k}\left(\left|u^{(j)}\right|\right), 1\right)
$$

and so $\hat{P}_{k} \geqq P_{k}$. Since the modified algorithm only rescales whenever $\hat{P}_{j-1}<\left|u^{(j)}\right|$, it follows from the fact that $\hat{P}_{k} \geqq P_{k}$ that the original algorithm must also rescale at this point.

Theorem 2. The number of multiplications performed in rescaling by the modified algorithm is bounded above by the smaller of $4 n^{2}$ and

$$
\begin{aligned}
S_{\gamma}(\mathbf{A})=n \cdot( & \left(\max \left(\log _{(1 / \gamma)}\left\|\mathbf{L}^{-1}\right\|_{1}^{2}+2,0\right)\right. \\
& \left.+\max \left(\log _{(1 / \gamma)}\left\|\mathbf{U}^{-1}\right\|_{1}^{2}+2,0\right)\right)
\end{aligned}
$$

where we assume that $\mathbf{A}=\mathbf{L U}$ is nonsingular.
Proof. The solution at each of the four steps has the form $\mathbf{u}=\mathbf{T}^{-1} \mathbf{v}$, where $\mathbf{T}$ is triangular and $\|\mathbf{v}\|_{\infty} \leqq 1$. Clearly $\|\mathbf{u}\|_{\infty} \geqq(1 / \gamma)^{s-1}$, where $s$ is the number of rescaling steps taken. It follows that

$$
s \leqq \max \left(\log _{(1 / \gamma)}\|\mathbf{u}\|_{\infty}+1,0\right)
$$

The bound $S_{\gamma}(\mathbf{A})$ follows by applying standard norm inequalities to each step of the algorithm. First,

$$
\|\mathbf{w}\|_{\infty} \leqq\left\|\mathbf{U}^{-T}\right\|_{\infty}\|\mathbf{b}\|_{\infty}=\left\|\mathbf{U}^{-1}\right\|_{1},
$$

so

$$
s_{1} \leqq \max \left(\log _{(1 / \gamma)}\left\|\mathbf{U}^{-1}\right\|_{1}+1,0\right) .
$$

Second,

$$
\|\mathbf{x}\|_{\infty} \leqq\left\|\mathbf{L}^{-T}\right\|_{\infty}\|\hat{\mathbf{w}}\|_{\infty} \leqq\left\|\mathbf{L}^{-1}\right\|_{1},
$$

so

$$
s_{2} \leqq \max \left(\log _{(1 / \gamma)}\left\|\mathbf{L}^{-1}\right\|_{1}+1,0\right)
$$

Next,

$$
\|\mathbf{y}\|_{\infty} \leqq\|\mathbf{y}\|_{1} \leqq\left\|\mathbf{L}^{-1}\right\|_{1}\|\hat{\mathbf{x}}\|_{1}=\left\|\mathbf{L}^{-1}\right\|_{1},
$$

and hence

$$
s_{3} \leqq \max \left(\log _{(1 / \gamma)}\left\|\mathbf{L}^{-1}\right\|_{1}+1,0\right) .
$$

Similarily,

$$
\|\mathbf{z}\|_{\infty} \leqq\|\mathbf{z}\|_{1} \leqq\left\|\mathbf{U}^{-1}\right\|_{1}\|\hat{\mathbf{y}}\|_{1}=\left\|\mathbf{U}^{-1}\right\|_{1},
$$

and hence

$$
s_{4} \leqq \max \left(\log _{(1 / \gamma)}\left\|\mathbf{U}^{-1}\right\|_{1}+1,0\right)
$$

The bound $S_{\gamma}(\mathbf{A})$ is obtained by taking $S_{\gamma}(\mathbf{A})=s_{1}+s_{2}+s_{3}+s_{4}$.
We note that both $S_{\gamma}(\mathbf{A})$ and the actual number of rescaling operations vary when $\mathbf{A}$ is multiplied by a scalar.
5. Acknowledgments. This work was part of the GT-STRUDL LANCZOS project within the Energy Technology Applications Division of Boeing Computer Services. This refinement in the condition number estimation algorithm has been implemented in conjunction with the symmetric envelope factorizer and the symmetric general sparse factorizer in SPARSPAK [3]. Condition number estimation is used in conjunction with error analysis in the LANCZOS eigenanalysis algorithm for the symmetric generalized eigenvalue problem [5].

## REFERENCES

[1] A. Cline, C. Moler, G. Stewart and J. Wilkinson, An estimate for the condition number of a matrix, SIAM J. Numer. Anal., 16 (1979), pp. 368-375.
[2] J. Dongarra, J. Bunch, C. Moler and G. Stewart, Linpack Users' Guide, Society for Industrial and Applied Mathematics, Philadelphia, 1979.
[3] A. George, J. Liv and E. Ng, User Guide to SPARSPAK: Waterloo Sparse Linear Equations Package, Department of Computer Science, University of Waterloo, Waterloo, Ontario, 1979.
[4] R. Gregory and D. Karney, A Collection of Matrices for Testing Computational Algorithms, Krieger, Huntington, New York, 1978.
[5] J. Lewis, R. Grimes, Practical Lanczos algorithms for solving structural engineering eigenvalue problems, in Sparse Matrices and Their Uses, I. Duff, ed., Academic Press, 1981, New York,
[6] D. P. O'LEARY, Estimating matrix condition numbers, this Journal, 1 (1980), pp. 205-209.

# NUMERICAL TECHNIQUE TO TRACE THE LOCI OF THE COMPLEX ROOTS OF CHARACTERISTIC EQUATIONS* 
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#### Abstract

A numerical technique is presented to compute the complex roots of characteristic equations for a wide class of engineering problems. Approximate values for the roots need not be known a priori and closed form analytical expressions for the derivative of the modal equations are not required. A method has also been developed to trace the loci of the complex roots as one or several parameters of the characteristic equation vary.

The key to the method described in this paper is the determination of the covering space on which all the complex roots lie. As a result the complex roots can be found using standard numerical techniques developed for the real zero problem.

As an illustrative example, the solution of the modal equation for the vertically polarized waves in an irregular spheroidal model of the earth-ionosphere waveguide is presented. Since it is not necessary to use several pole-free forms of the modal equation to overcome overflow and underflow problems in the numerical computations, one can avoid the inadvertent search for "phantom" roots and the possibility of losing a root due to the necessity to switch functions over the complex
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1. Introduction. The problem of determining the complex roots of characteristic (modal) equations is crucial to the resolution of a large variety of problems in mathematical physics. However, as pointed out by Hamming [13], "It is curious that the real-zero problem has been extensively investigated while the complex-zero problem has generally been ignored. Evidently, it is a field ripe for further research." Thus more attention has been given to this problem in recent years [14].

The motivation for this work is the problem of coupling of the characteristic waves (or modes) in a laterally nonuniform model of the earth-ionosphere waveguide. The medium of propagation and the boundaries are in general dissipative, thus the roots $\nu^{n}(n=1,2,3, \cdots)$ of the characteristic (modal) equation

$$
\begin{equation*}
G(\nu)=|G(\nu)| \exp [i \psi(\nu)]=0, \tag{1.1}
\end{equation*}
$$

are the complex values of the orders of spherical Bessel functions with complex arguments. Since the physical dimensions and the electromagnetic parameters of the waveguide are assumed to vary along the propagation path, it is also necessary to determine the locus of each complex root $\nu^{n}$ of the characteristic (modal) equation over a range of parameters describing the earth-ionosphere waveguide.

The characteristic equation for the earth-ionosphere waveguide is dealt with in detail in this work since it poses several particularly difficult problems not usually encountered in characteristic equations (such as $N$ th order polynomials). A principal difficulty with the modal equation for the earth ionosphere waveguide stems from the overflow and underflow problems one encounters in evaluating the spherical Bessel functions of complex order and argument that appear in the equation. As a result it is not possible to express the modal equation in a single pole-free form which is suitable for numerical computations in the entire region of the complex $\nu$ plane where all the relevant characteristic roots lie. Furthermore, since the roots $\nu^{n}$ are orders of the spherical Bessel functions, no closed form analytic expressions for the derivatives of the modal

[^50]equation with respect to $\nu$ are known. Thus it is very difficult to apply some of the standard root finding techniques to problems of radio wave propagation over the earth's surface.

In a recent technical report [12], Goodhart and Pappert describe in detail a novel root-finding technique, developed by Shellman and documented by Morfitt [18], for the evaluation of the complex roots $\nu^{n}(n=1,2,3, \cdots)$ of the characteristic equation (1.1). In their work the authors exploit the properties of functions of complex variables which are analytic everywhere except at isolated poles. Thus special consideration is given to the properties of the phase of $G(\nu)$ around $n$th order poles or zeros where the constant phase contours of $G(\nu)$ intersect. Furthermore, since the phase of $G(\nu)$ increases by $2 \pi m$ along a contour (in a counterclockwise sense) enclosing only an $m$ th order zero while the phase decreases by $2 \pi n$ along a similar contour enclosing only an $n$th order pole, the accumulated phase change of the function $G(\nu)$ around any closed (counterclockwise) contour $C$ in the complex $\nu$ plane is equal to $2 \pi$ times the number of zeros minus the number of poles. This assumes that no zeros or poles lie on $C$ and that $m$ th order zeros or poles are accounted for $m$ times. Goodhart and Pappert [12] describe in detail the method they use to track the constant phase contours using the information on the phase of $G(\nu)$ at the four corners of small squares in the complex $\nu$-plane.

In order to overcome underflow and overflow problems arising from the large variations in the magnitudes of the functions appearing in the modal equation and in order to use pole-free versions of the modal equation, Goodhart and Pappert employ eight different forms of the modal equation. One set of four equations is continuous while the other set of four equations is discontinuous. As pointed out by them, use of the continuous forms, however, introduces many spurious phase contours while use of the discontinuous forms could lead to the loss of a root of the modal equation. The authors also alert the reader to other complications such as situations that could lead to an inadvertent search for "phantom" roots.

Once a mesh square is known to contain a zero, a more precise location of the zero is obtained by Goodhart and Pappert by an interpolation scheme which employs both the magnitude and phase of the function $G(\nu)$, [18]. Finally, the Newton-Raphson method is used to converge on the location of the zero.

In the interest of brevity, the reader is referred to the published reports by Shellman and Morfitt [18] and Goodhart and Pappert [12] for a comprehensive and interesting description of the technique developed by them.

For the technique presented in this paper only one form of the modal equation is used. To overcome the problem of overflow and underflow a scaling factor is introduced such that the modal equation is invariant to the changes in the scaling factor [6]. Since it is not necessary to use several pole-free forms of the equation, no extraneous phase contours are introduced nor does the possibility of losing a root arise due to the necessity to switch functions over the complex plane [12]. Approximate values for the roots of the characteristic equation need not be known a priori. The Newton-Raphson method is not used in any phase of the root finding technique described in this work; thus analytical or numerical derivatives of the modal equation are not needed.

The key to the root finding method described in this paper is the determination of the covering space (lines) on which all the complex roots lie. The covering space is readily determined for the nondissipative case (straight lines in the complex $\nu$ plane) and the complex roots can be found using standard numerical techniques developed for the real zero problem. This relatively simple problem is considered first in § 3(a). In § 3(b) the more general dissipative case is considered and the technique for tracking the covering space is described in detail. In § 4 a method is described to trace the loci of the
complex roots of the modal equations as one or more parameters of the modal equation varies and in §5 an illustrative example is presented. It is interesting to note that in certain critical regions of the complex $\nu$ plane (corresponding, for instance, to the pseudo-Brewster angle), the attenuation ( $-\operatorname{Im}\left(\nu^{n}\right)$ ) does not increase monotonically as $n$ increases; thus a significant root may be outside the initial rectangular search mesh used in the technique developed by Goodhart and Pappert [12].
2. Formulation of the problem. In this work, the characteristic equation is cast in the form

$$
\begin{equation*}
F(\nu)=1 . \tag{2.1a}
\end{equation*}
$$

The complex roots of the equation are denoted by the symbol $\nu^{n}$ and it is assumed that the characteristic equation may have either a finite or an infinite number of roots. The details of the procedure used to evaluate the roots of the characteristic equation (2.1a) are given in § 3 and the general procedure used to determine the locus of each root when a parameter of the modal equation is changed is presented in § 4.

Solely for the purpose of presenting an illustrative example in §5, the problem of propagation of guided radio waves is considered here in detail. While this problem is of considerable practical interest to physicists and engineers it also helps illustrate, in a concrete manner, the difficult problems encountered in the evaluation of complex roots. The physical phenomena associated with the different complex roots in critical transition regions are also described in this paper; however, the reader need not be familiar with them to follow the general procedures presented in detail in $\S \S 3$ and 4.

The modal equation for the guided waves in stratified media can generally be written as follows:

$$
\begin{equation*}
F(\nu)=R^{U}(\nu) R^{D}(\nu)=1 \tag{2.1b}
\end{equation*}
$$

in which the reflection coefficient $R^{U}(\nu)$ is the ratio of the fields of the downward and upward propagating waves at an arbitrary reference level when the incident wave is propagating upward. Similarly, the reflection coefficient $R^{D}(\nu)$ is the ratio of the fields of the upward and downward propagating waves at the arbitrary reference level when the incident wave is propagating downward. Thus, for horizontally stratified media $R^{U}(\nu)$ and $R^{D}(\nu)$ can be expressed in terms of the familiar Fresnel reflection coefficients and the exponential functions [2], [3], and for cylindrically and spherically stratified media the reflection coefficients are expressed in terms of the cylindrical and the spherical Bessel functions of complex argument and order $\nu$, [4], [5]. Since the reference level at which the reflection coefficients are computed is arbitrary, the modal equation (2.1b) may be expressed in several different forms. In order to solve the modal equation for the dominant modes that contribute most significantly to the electromagnetic fields in the $i$ th layer of the stratified structure, it is convenient to let the reference level be in the $i$ th layer of the structure and (2.1b) is written as follows

$$
\begin{equation*}
F_{i}(\nu)=R_{i}^{U r}(\nu) R_{i}^{D r}(\nu)=1 . \tag{2.2}
\end{equation*}
$$

Thus for example, if the transmitter and receiver are located in the uppermost layer ( $i=0$ ), $R_{0}^{U}(\nu)=0$ and (2.2) reduces to

$$
\begin{equation*}
1 / R_{0}^{D r}(\nu)=0 . \tag{2.3a}
\end{equation*}
$$

Thus in this case the poles of the reflection coefficient $R_{0}^{D r}(\nu)$ are to be found. For
horizontally and vertically polarized waves $R_{0}^{D}(\nu)$ can be expressed as

$$
\begin{equation*}
R_{0 H}^{D}(\nu)=\frac{z_{0}^{H}-1}{z_{0}^{H}+1}, \quad R_{0 V}^{D}(\nu)=\frac{y_{0}^{V}-1}{y_{0}^{V}+1} \tag{2.3b}
\end{equation*}
$$

in which the normalized impedance $z_{0}^{H}$ is the ratio of the tangential components of the electric and magnetic fields for horizontally polarized waves at the reference level. Similarly $y_{0}^{V}$, the normalized wave admittance, is the ratio of the tangential components of the magnetic and electric fields for vertically polarized waves at the reference level. Thus, to find the poles of the reflection coefficient $R_{0}^{D r}$ the modal equation may also be written in the general form (2.1a)

$$
\begin{equation*}
-z_{0}^{H}(\nu)=1 \quad \text { or } \quad-y_{0}^{V}(\nu)=1 . \tag{2.4}
\end{equation*}
$$

In a multilayered model of the spherical earth-ionosphere waveguide which is considered here in detail as an illustrative example, the expressions for $R_{i}^{U r}(\nu)$ and $R_{i}^{D r}(\nu)$ are given by [5]

$$
\begin{equation*}
R_{i}^{D r}=R_{i}^{D} h_{\nu}^{(1)}\left(k_{i} r_{i, i+1}\right) / h_{\nu}^{(2)}\left(k_{i} r_{i, i+1}\right), \quad i=0,1, \cdots, m-1 \tag{2.5a}
\end{equation*}
$$

and for the innermost layer $i=m$

$$
\begin{equation*}
R_{m}^{D r}=1 . \tag{2.5b}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
R_{i}^{U r}=R_{i}^{U} h_{\nu}^{(2)}\left(k_{i} r_{i-1, i}\right) / h_{\nu}^{(1)}\left(k_{i} r_{i-1, i}\right), \quad i=1,2, \cdots, m \tag{2.6a}
\end{equation*}
$$

and for the outermost layer $i=0$

$$
\begin{equation*}
R_{0}^{U r}=0 . \tag{2.6b}
\end{equation*}
$$

In (2.5) and (2.6) $h_{\nu}^{(P)}$ are the spherical Hankel functions of kind $P(P=1,2)$, $k_{i}=\omega\left(\mu_{i} \varepsilon_{i}\right)^{1 / 2}$ is the wave number for the medium in layer $i$ and $r=r_{i, i+1}$ is the interface between medium $i$ and $i+1$. Furthermore,

$$
\text { (2.7a) } R_{i}^{D}=\left[R_{i+1, i}+R_{i+1}^{D H}\left(1+R_{i+1, i}+R_{i, i+1}\right)\right] /\left[1-R_{i+1}^{D H} R_{i, i+1}\right], \quad i=0,1,2, \cdots, m-1
$$ and

(2.7b) $\quad R_{i}^{U}=\left[R_{i-1, i}+R_{i-1}^{U H}\left(1+R_{i-1, i}+R_{i, i-1}\right)\right] /\left[1-R_{i-1}^{U H} R_{i, i-1}\right], \quad i=1,2,3, \cdots, m$.

The two media reflection coefficients $R_{i, i+1}$ and $R_{i+1, i}$ for $i=0,1 \cdots m-1$ are

$$
\begin{align*}
& R_{i, i+1}=-\left.\frac{\eta_{i+1} \ln ^{\prime}\left[k_{i+1} r h_{\nu}^{(2)}\left(k_{i+1} r\right)\right]-\eta_{i} \ln ^{\prime}\left[k_{i} r h_{\nu}^{(2)}\left(k_{i} r\right)\right]}{\eta_{i+1} \ln ^{\prime}\left[k_{i+1} r h_{\nu}^{(1)}\left(k_{i+1} r\right)\right]-\eta_{i} \ln ^{\prime}\left[k_{i} r h_{\nu}^{(2)}\left(k_{i} r\right)\right]}\right|_{r=r_{i, i+1}},  \tag{2.8a}\\
& R_{i+1, i}=-\left.\frac{\eta_{i+1} \ln ^{\prime}\left[k_{i+1} r h_{\nu}^{(1)}\left(k_{i+1} r\right)\right]-\eta_{i} \ln ^{\prime}\left[k_{i} r h_{\nu}^{(1)}\left(k_{i} r\right)\right]}{\eta_{i+1} \ln ^{\prime}\left[k_{i+1} r h_{\nu}^{(1)}\left(k_{i+1} r\right)\right]-\eta_{i} \ln ^{\prime}\left[k_{i} r h_{\nu}^{(2)}\left(k_{i} r\right)\right]}\right|_{r=r_{i, i+1}} \tag{2.8b}
\end{align*}
$$

in which $\eta_{i}=\left(\mu_{i} / \varepsilon_{i}\right)^{1 / 2}$ is the intrinsic impedance for the medium in the $i$ th layer and $\ln ^{\prime} f(k r) \equiv[d f / d(k r)] / f$. Thus as $k_{i} r_{i, i+1} \rightarrow \infty, R_{i, i+1}=-R_{i+1, i}$ reduce to the Fresnel reflection coefficients at the planar interface between two semi-infinite media. The reflection coefficients $R_{i}^{D H}$ and $R_{i}^{U H}$ are

$$
\begin{equation*}
R_{i}^{D H}=R_{i}^{D r} h_{\nu}^{(2)}\left(k_{i} r_{i-1, i}\right) / h_{\nu}^{(1)}\left(k_{i} r_{i-1, i}\right), \quad i=1,2, \cdots, m, \tag{2.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{i}^{U H}=R_{i}^{U r} h_{\nu}^{(1)}\left(k_{i} r_{i, i+1}\right) / h_{\nu}^{(2)}\left(k_{i} r_{i, i+1}\right), \quad i=0,1, \cdots, m-1 . \tag{2.9b}
\end{equation*}
$$

The general form of the modal equation (2.1) is not restricted to layers with homogeneous media. The modal equation for stratified media with continuously varying permittivity profiles, such as dielectric waveguides, can also be cast in the form (2.1) [7].

As in the case of the modal equation for the earth-ionosphere waveguide, it is assumed here that: (a) Good initial estimates for the roots of the modal equation are not always known; (b) Closed form analytic expressions for the derivative $d F(\nu) / d \nu$ are not available and numerical differentiation of $F(\nu)$ is very sensitive to error because both the phase and the absolute value of $F(\nu)$ vary rapidly in critical regions of the complex $\nu$ plane.

In any realistic model of the earth ionosphere waveguide, for instance, it is necessary to account for lateral variation in the boundaries and in the electromagnetic parameters of the media. These variations result in mode coupling [5]. Thus in this work a method is presented to: (i) Determine $\nu^{n}$, the roots of modal equation for all the dominant modes, assuming that no initial estimates of $\nu^{n}$ are given and that the total number of such roots is not known a priori; (ii) Determine the locus of each root $\nu^{n}$ as a function of frequency or as the electromagnetic parameters of the media and the boundaries vary laterally along the propagation path.

## 3. Loci of $|F(v)|=1$ and the roots of the modal equation at a fixed cross section and frequency

(a) Nondissipative media with perfectly reflecting boundaries. Consider first a spherical waveguide consisting of a nondissipative medium ( $\mu_{0}, \varepsilon_{0}$ ) bounded by perfectly reflecting concentric spherical boundaries at $r=r_{0,1}$ and $r=r_{1,2}$ respectively. In this case it is relatively easy to determine the roots $\nu^{n}$ of the modal equation (2.1). For the propagating modes $\nu^{n}$ is real and lies between $\nu=k_{1} r_{0,1}$ and $\nu=-\frac{1}{2}$ and for the evanescent modes $\nu^{n}$ lies on a line parallel to the imaginary axis, $\nu=-\frac{1}{2}+i \alpha$ with $0>\alpha>-\infty$. In the corresponding cylindrical problem $\nu^{n}$ lies on the negative imaginary axis for the evanescent modes [8].

The propagating modes are also classified as the whispering gallery modes or the earth-detached modes for $k_{1} r_{1,2}<\nu_{n}<k_{1} r_{0,1}$ [19], [20], [21] and the regular earthionosphere waveguide modes (that are reflected off both the earth and ionosphere boundaries) for $-\frac{1}{2}<\nu^{n}<k_{1} r_{1,2}$. Along the real axis between $\nu=k_{1} r_{0,1}$ and $\nu=-\frac{1}{2}$ and along the line $\nu=-\frac{1}{2}+i \alpha, 0>\alpha>-\infty$ the magnitude

$$
\begin{equation*}
|F(\nu)|=M(\nu)=1 \tag{3.1a}
\end{equation*}
$$

Several standard numerical methods developed for the real zero problem can be used to determine the roots of the modal equation at points on these lines where the phase angle

$$
\begin{equation*}
\arg [F(\nu)]=\phi(\nu)=0 \tag{3.1b}
\end{equation*}
$$

or $\phi=2 \pi m(m=0, \pm 1, \pm 2, \cdots),[23]$. Since $\nu$ is the order of the spherical Hankel functions, the expression for $F^{\prime}(\nu)=d F / d \nu$ cannot be written in a closed analytical form [1] and numerical differentiation is subject to significant errors in critical regions. In this work the interval halving technique (bisection method [10]) is used to locate the roots $\nu^{n}$ on the locus $M(\nu)=1$, (3.1a).
(b) Dissipative media with nonperfectly reflecting boundaries. For the general case in which the medium and the boundaries of the waveguide are dissipative all the waveguide modes attenuate along the propagation path. The roots $\nu^{n}$ are complex for the dissipative case and the loci of the points satisfying $M(\nu)=1$, (3.1a), must be determined numerically in order to use this method to solve the modal equation.

Since the function $F(\nu)$ is analytical along the loci $M(\nu)=1$, it follows from the Cauchy-Riemann conditions that

$$
\begin{equation*}
\frac{1}{M} \frac{\partial M}{\partial \nu_{R}}=\frac{\partial \phi}{\partial \nu_{I}} \quad \text { and } \quad \frac{1}{M} \frac{\partial M}{\partial \nu_{I}}=-\frac{\partial \phi}{\partial \nu_{R}}, \tag{3.2a}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu=\nu_{R}+i \nu_{I} . \tag{3.2b}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{1}{M} \operatorname{grad} M \cdot \operatorname{grad} \phi=\frac{1}{M}\left(\frac{\partial M}{\partial \nu_{R}} \frac{\partial \phi}{\partial \nu_{R}}+\frac{\partial M}{\partial \nu_{I}} \frac{\partial \phi}{\partial \nu_{I}}\right)=0 \tag{3.3}
\end{equation*}
$$

and the constant $\phi$ contours (including $\phi=0$ ) cut the locus $M=1$ at right angles in the complex $\nu$ plane. The conformal mapping properties of analytical functions of complex variables are exploited throughout this work. In the terminology of algebraic topology the mapping, $M(\nu)=1$, defines in the $\nu$ plane the "covering space" of the unit circle, $|F(\nu)|=1,[17]$.

To trace the locus $M(\nu)=1$ for the general dissipative case the following method is used (see Fig. 1). Assuming that the modes contributing significantly to propagation in the region between the earth and the ionosphere are of interest, only those roots for which $\operatorname{Re}\left(\nu_{n}\right)<k_{1} r_{0,1}$ are sought. Thus beginning with the point $\nu=k_{1} r_{0,1}$, and using the one-dimensional interval halving method, the imaginary part of $\nu$ is varied until

$$
\begin{equation*}
\left|M\left(\nu_{p}\right)-1\right|<\delta, \quad p=1,2,3 \cdots, \tag{3.4}
\end{equation*}
$$

and the first point $\nu_{1}$ (not necessarily a root) is found on the locus $M=1$ ( $\delta$ is typically $10^{-2}$ to $10^{-3}$ ). This process is repeated once more beginning with the point $\nu_{1}-\Delta$ (where


Fig. 1. Locus of $M(\nu)=1$ and the roots of $F(\nu)=1$.
$\Delta$ is a positive increment) and the interval halving procedure is followed parallel to the imaginary axis. The size of $\Delta$ is adjusted such that the difference in the phase $\phi(\nu)$ for the two adjacent points on $M=1, \nu_{1}$ and $\nu_{2}$, is about 0.2 radians.

The remaining points on the locus $M=1$ are determined as follows (see Fig. 1). Let $\nu_{p}$ and $\nu_{p+1}$ be the last two points found on the locus $M=1$ (satisfying 3.4). The initial value assumed for the next point, $\nu_{p+2}$, is

$$
\begin{equation*}
\nu=\nu_{p+1}+\Delta \nu_{p+1}=\nu_{p+1}+\nu_{p+1}-\nu_{p}=2 \nu_{p+1}-\nu_{p} \tag{3.5}
\end{equation*}
$$

The point $\nu_{p+2}$ on the locus $M=1$ is obtained through the interval halving process. However, this time instead of phasor increments parallel to the imaginary axis (as in the cases $p=1$ and 2), the phasor increments are taken parallel to $i \Delta \nu_{p+1}$ since these increments are approximately perpendicular to the locus $M=1$.

This process is repeated until the phasor $F\left(\nu_{q+1}\right)$ crosses the positive real axis. Let $\nu_{q}$ and $\nu_{q+1}$ correspond to the points on $M(\nu)=1$ such that $\phi\left(\nu_{q}\right)>0$ and $\phi\left(\nu_{q+1}\right)<0$. Obviously the root of the modal equation $\nu^{1}$ lies on the locus $M(\nu)=1$ between the points $\nu_{q}$ and $\nu_{q+1}$. Since $F^{\prime}(\nu)$ cannot be written in closed analytical form, the secant method is used to locate the root [10] (see Fig. 1). Thus the initial value assumed for the next point, $\nu_{q+2}$, on the locus $M=1$ is obtained through linear interpolation:

$$
\begin{equation*}
\nu=\nu_{q+1}+\frac{0-\phi_{q+1}}{\phi_{q}-\phi_{q+1}}\left(\nu_{q}-\nu_{q+1}\right) \equiv \nu_{q+1}-\frac{\phi_{q+1}}{\phi_{q}-\phi_{q+1}} \Delta \nu_{q+1} . \tag{3.6}
\end{equation*}
$$

The interval halving procedure is carried out parallel to the phasor $i \Delta \nu_{q+1}$ that is approximately perpendicular to the locus $M=1$ until the new point $\nu_{q+2}$ is located on this locus. This procedure of linear interpolation in $\phi$ and interval halving is repeated until the first root is located on the locus $M=1$ such that

$$
\begin{equation*}
\left|F\left(\nu^{1}\right)-1\right|<\delta_{0} \tag{3.7}
\end{equation*}
$$

where $\delta_{0}$ is typically $10^{-3}$. Condition (3.7) for the root $\nu^{1}$ should not be confused with condition (3.4) for points $\nu_{p}$ along the locus $M=1$ which do not necessarily satisfy (3.7) since $-\pi<\phi_{p} \leqq \pi$.

Beginning with $\nu^{1}$ the procedure described above is repeated again to find new points on the locus $M(\nu)=1$, until $F(\nu)$ again crosses the positive real axis. The next root $\nu^{2}$ is located through the process of linear interpolation (3.6) parallel to the locus $M(\nu)=1$ and interval having perpendicular to $M(\nu)=1$. It should be pointed out, however, that any one of the numerical techniques developed for the real zero problem could also be used instead of linear interpolation and interval halving [11].

All the roots of the modal equation (2.1) $\nu^{1}, \cdots, \nu^{N}$ are found in this manner for the modes that lie on the principal branch of (3.1a) and contribute significantly to the particular propagation problems under consideration. The number $N$ depends on the excitation, type of irregular waveguide (that results in mode coupling) and on the distances along the propagation path. Usually the magnitude of the imaginary part of $\nu^{N}$ (associated with wave attenuation) is the principal factor that determines the number of modes $N$. It should be pointed out, however, that the magnitude of $\nu_{I}^{n}$ does not necessarily increase monotonically as the number $n$ associated with the $n$th root found on the locus $M(\nu)=1$, increases.

In the nondissipative case, for instance, the locus $M(\nu)=1$, (3.1a) has only one branch in the lower half complex $\nu$ plane (see § 3a). However, for the dissipative case it may be necessary to consider, besides the principal branch of the locus $M(\nu)=1$, additional closed branches around the zeros or poles of $F(\nu),(2.1)$. Thus for instance if
$F(\nu)$ has a simple zero at $\nu_{0}$, a single root of the modal equation (2.1) can be found where the $\phi=0$ contour intersects the closed branch of $M(\nu)=1$ around $\nu_{0}$ [9], [15]. For the propagation problem considered here, as an illustrative example, such an isolated branch of $M(\nu)=1$ is associated with the pseudo-Brewster angle. $\operatorname{If}\left|\operatorname{Im}\left(\nu_{0}\right)\right| \gg$ $k_{1} r_{1,2}$ the contribution from the mode on this branch may be ignored.
4. Loci of the roots $\boldsymbol{\nu}^{\boldsymbol{n}}$ of the modal (characteristic) equation. For irregular waveguide structures in which the boundaries and the electromagnetic parameters ( $\mu, \varepsilon$ ) vary along the propagation path, it is necessary to determine the locus of each of the roots $\nu^{n}$ along the propagation path in order to solve the differential equations for the coupled mode amplitudes [5]. In the case of waveguide bends with varying curvature, for instance, it is necessary to compute the value of $\nu^{n}$ as a function of curvature [8]. Similarly, to determine the transmission of transient signals through a uniform waveguide, it is necessary to trace the loci of $\nu^{n}$ as a function of frequency $\omega$.

For the case of nondissipative media with perfectly reflecting boundaries, the locus of each of the roots $\nu^{n}$ is along the positive real axis for the propagating modes and parallel to the negative imaginary axis for the evanescent modes. In these cases one of the standard methods can be readily used to track the locus of each root $\nu^{n}$ as a given parameter or parameters vary along the propagation path [11].

In this work, dissipative media with non-perfectly reflecting boundaries are considered. In this case the direction of the locus of $\nu^{n}$ is not parallel to the real or imaginary axes. Thus it is more difficult to trace the loci of $\nu^{n}$ in the complex $\nu$ plane. Because of the reasons stated in § 3, the following procedure was found to be suitable to track the locus of the root $\nu^{n}$ (see Fig. 2).


Fig. 2. Locus $F\left(\nu^{n}\right)=1$ for $h=h_{0}+m \Delta h, m=0,1,2, \cdots, M$.

Assuming that the variable parameter along the propagation path is the height of the waveguide $h$, a set of roots of the modal equation is computed for each of the heights $h=h_{0}$ and $h=h_{0}+\Delta h$ using the technique described in §3. These sets of roots are denoted by the symbols $\nu_{0}^{n}$ and $\nu_{1}^{n}$, respectively $(n=1,2, \cdots, N)$. The procedure in § 3 can, of course, also be repeated to determine the set of roots $\nu_{2}^{n}$ for $h=h_{0}+2 \Delta h$. Instead, however, the following procedure is found to be more efficient.

The initial value assumed for $\nu_{2}^{n}$ is

$$
\begin{equation*}
\nu=\nu_{1}^{n}+\frac{\Delta \nu_{1}^{n}}{\Delta h} \Delta h \equiv \nu_{1}^{n}+\frac{\nu_{1}^{n}-\nu_{0}^{n}}{\Delta h} \Delta h \tag{4.1}
\end{equation*}
$$

and the interval halving procedure is carried out parallel to the phasor $i \Delta \nu_{1}$ until a new point, $\nu_{a}^{n}$, on the locus $M(\nu)=1$ is located for $h=h_{0}+2 \Delta h$. This search normal to the phasor $\Delta \nu_{1}$ is needed to account for curvature of the locus $\nu^{n}$. Another point, $\nu_{b}^{n}$, on the locus $M(\nu)=1$ is found in a similar way using

$$
\begin{equation*}
\nu=\nu_{a}^{n}+\Delta \nu_{a}^{n}=\nu_{a}^{n}+\frac{\Delta \nu_{1}^{n}}{\Delta h} \frac{\Delta h}{4} \tag{4.2}
\end{equation*}
$$

as the assumed initial value. With these two points $\nu_{a}^{n}$ and $\nu_{b}^{n}$ on the locus $M=1$ the procedure of linear interpolation in phase (3.6) and interval halving described in § 3 can be used to locate the complex root $\nu_{2}^{n}$ corresponding to $h=h_{0}+2 \Delta h$.

This locus tracing technique for the roots $\nu_{m}^{n}$ of the modal equation (2.1) is performed for

$$
\begin{equation*}
h=h_{0}+m \Delta h=h_{m}, \tag{4.3}
\end{equation*}
$$

where

$$
m=2,3,4, \cdots, M \quad \text { and } \quad \Delta h=\left(h_{M}-h_{0}\right) / M
$$

This scheme can also be used if any other parameter of the waveguide is perturbed along the propagation path or if it is necessary to determine the locus of the root $\nu^{n}$ for a range of frequencies.
5. Illustrative example. To illustrate the root finding procedures described in this paper, the modal equation for vertically polarized waves in an irregular model of the earth-ionosphere waveguide is considered here [5], [6]. For simplicity a three layer model is assumed with

$$
\varepsilon=\left\{\begin{array}{ll}
\varepsilon_{0}=\varepsilon_{f}(1-i), & \text { ionosphere }  \tag{5.1}\\
\varepsilon_{1}=\varepsilon_{f}, & \text { air } \\
\varepsilon_{2}=\varepsilon_{f}(10-i l 0), & \text { earth }
\end{array}, \quad \mu=\mu_{i}=\mu_{f} \quad(i=0,1,2)\right.
$$

in which $\varepsilon_{f}$ and $\mu_{f}$ are the permittivity and permeability for free space. The effective height of the ionosphere $h$ is assumed to vary between $h_{M}=60 \mathrm{~km}$ and $h_{0}=90 \mathrm{~km}$, thus the effective ionosphere boundary is given by

$$
\begin{equation*}
r=r_{0,1}=r_{1,2}+h, \quad h_{M} \leqq h \leqq h_{0} \tag{5.2}
\end{equation*}
$$

in which $r_{1,2}=6.4 \times 10^{3} \mathrm{~km}$ is the radius of the earth. At the frequency,

$$
\begin{equation*}
f=15 \mathrm{kHz} \tag{5.3}
\end{equation*}
$$

assumed in this illustrative example, both the earth-detached modes as well as the earth-ionosphere waveguide modes that are reflected off the ionosphere and earth, contribute significantly to radio wave propagation.

In Fig. 3 the search for points on the locus $M(\nu)=1$ in the complex $\nu$ plane is illustrated for both $h_{0}=90 \mathrm{~km}$ and for $h_{1}=h_{0}+\Delta h$, where $\Delta h=\left(h_{M}-h_{0}\right) / 20=1.5 \mathrm{~km}$. Beginning with the point $\nu=k_{1} r_{0,1}$ the interval halving procedure is used to locate the first point $\nu_{1}$ on the locus $M(\nu)=1$. This procedure is repeated beginning with $\nu_{1}-\Delta$ (see §3) and the second point $\nu_{2}$ on the locus $M(\nu)=1$ is located. From here on the initial value assumed for $\nu_{p+1}$ is $\nu=\nu_{p+1}+\Delta \nu_{p+1}$ (3.5), where $\Delta \nu_{p+1}=\nu_{p+1}-\nu_{p}$ is approximately in the direction tangent to the locus $M(\nu)=1$ at $\nu_{p+1}$. Note that for the

purpose of the illustration, both the initial value assumed for $\nu$ near the locus, (3.5), as well as the points on the locus satisfying (3.4) are shown on Fig. 3. The interval halving procedure used to advance from the initial value $\nu(3.5)$ to the point $\nu_{p+2}$ on the locus uses increments in the direction of the phasors $i \Delta \nu_{p+1}$. Thus the phasors joining the initial values assumed for $\nu$ (3.5) and the corresponding points on the locus $\nu_{p+2}$ are approximately normal to the locus $M(\nu)=1$. The smaller the curvature of the locus $M(\nu)=1$ the smaller the distance between the assumed initial value for $\nu$ and the corresponding point on the locus $\nu_{p+2}$.

Once the phasor $F(\nu)$ crosses the positive real axis $(\phi(\nu)=0)$, the linear phase interpolation procedure (3.6) and the interval halving procedure are used to locate the root $\nu^{1}$ of the modal equation satisfying (3.7) (see Fig. 3). To locate the rest of the roots ( $\nu^{2}, \nu^{3}, \nu^{4}$ and $\nu^{5}$ ), these procedures are repeated. The distances between the roots $\nu_{0}^{n}$ for $h_{0}$ and the roots $\nu_{1}^{n}$ for $h_{1}=h_{0}+\Delta h$ becomes progressively larger as the mode number increases.

Since the first value assumed for $\nu$ is on the real axis $\left(\nu=k_{0}, r_{0,1}\right)$, it is preferable to begin the root search for $h_{0}=h_{\text {max }}$ where $\left|\operatorname{Im}\left(\nu^{1}\right)\right|$ is smallest.

Mode number 1 is an earth-detached mode, while modes 2 and 3 on both sides of the trough in the locus $M(\nu)=1$ are modes of near grazing incidence at the earth's surface. It is interesting to note that the attenuation associated with mode number $3\left(-\operatorname{Im}\left(\nu^{3}\right)\right.$ ) is larger than the attenuation for mode number 4. The trough in the locus of $M(\nu)=1$ (near grazing incidence at the earth's surface) is associated with the minimum in the magnitude of the reflection coefficient for vertically polarized waves near grazing incidence. This minimum in the magnitude of the reflection coefficient for vertically polarized waves (near grazing incidence at the earth's surface) is associated with the pseudo-Brewster angle [16]. Thus the relatively large attenuation associated with mode number 3 is related to the pseudo-Brewster angle phenomenon which is not present for horizontally polarized waves. In the neighborhood of the pseudo-Brewster angle the function $F(\nu)$ varies very rapidly and in this transition region it is very difficult to compute $F^{\prime}(\nu)$.

In Fig. 4, the phasor $F(\nu)$ is plotted for points near the locus $M(v)=1$ from $\nu=k_{1} r_{0,1}$ to the point $\nu^{1}$ (the first root of the modal equation). As indicated in Figs. 1


Fig. 4. Search for the first root shown in the $F(\nu)$-plane.
and 3, not all these points are on the locus $M(\nu)=|F(\nu)|=1$. It should be observed that the linear phase interpolation procedure (3.6) is triggered when $F(\nu)$ crosses the positive real axis. For the illustrative example, more intermediate points on the locus $M(\nu)=1$ are shown than are required for the numerical evaluation of the roots. In Fig. 5, the phasor $F(\nu)$ is plotted as the search for the root $\nu^{2}$ proceeds from the previously found root $\nu^{1}$. The direction of search in Figs. 4 and 5 is counterclockwise.


Fig. 5. Search for the second root shown in the $F(\nu)$ plane.


Fig. 6. Loci of the roots $\nu^{n}$ for $n=1,2,3,4$ as $h$ varies from 60 km to 90 km .
(

In Fig. 6 the loci of the roots $\nu^{n}$ are shown for $n=1,2,3,4$ with $h$ varying from $h_{0}=h_{B}$ to $h_{M}=h_{A}$. The procedure for tracing the locus $\nu^{n}$ is described in §4. Note the peculiar behavior of the locus for mode number 3 which is associated with waves near the pseudo-Brewster angle.

The steps in the procedure for finding the point $\nu_{2}^{1}$ on the locus $\nu^{1}$ are illustrated in Fig. 7. As described in § 4, the intermediate points $\nu_{a}^{1}$ and $\nu_{b}^{1}$ are located on the locus $M(\nu)=1$ for $h=h_{0}-2 \Delta h$. Thus they are not on the locus for $\nu^{1}\left(F\left(\nu^{1}\right)=1\right)$.
6. Concluding remarks. A technique is presented for the solution of the complex roots of characteristic equations appearing in a large variety of problems in mathematical physics. In addition, the method can be used to trace the loci of these roots as one or more parameters of the modal equation are varied. It is not assumed, in this work, that approximate values for the roots are known, nor is the number of roots to be determined known a priori.

The presence of poles, in the analytical expression for the modal equation, does not have a significant bearing on the method presented and only one form of the modal equation is used even though the functions appearing in the equation fluctuate over several hundred orders of magnitude.

For the illustrative example presented, an irregular model of the earth-ionosphere waveguide is considered. It is shown that in the critical transition region (corresponding to waves at the pseudo-Brewster angle), there is a sharp increase in the attenuation factor $\left(-\operatorname{Im}\left(\nu^{n}\right)\right)$ [22]. For good conducting ground this occurs for vertically polarized waves near grazing incidence. At 15 kHz (assumed in the example), both the earthdetached modes as well as the regular earth-ionosphere waveguide modes (that are reflected off the earth and ionosphere boundaries) are present. The method presented in this paper tracks all these different kinds of modes in a systematic manner. It also provides a straightforward scheme for the numbering and the classification of the different modes of the system.
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# MULTIPLE SOLUTIONS AND BIFURCATION <br> OF FINITE DIFFERENCE APPROXIMATIONS TO SOME STEADY PROBLEMS OF FLUID DYNAMICS* 
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#### Abstract

We review and extend an earlier study of the behavior of multiple finite difference solutions for a centered difference approximation of the steady Burgers' equation. Using the fact that all of the inviscid (viscosity $=0$ ) solutions can be found, we numerically continue these solutions with respect to viscosity and thereby uncover turning points and bifurcation points. In addition, we demonstrate analogous behavior for a model of one-dimensional duct flow and for a particular discretization of the supersonic blunt body problem.
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1. Introduction. In computational fluid dynamics, finite difference equations furnish a discrete approximation to the differential equations which are a continuous description of the flow field. It is usually assumed that a numerical solution of these difference equations will, to some reasonable degree of accuracy, actually approximate the flow field. However, since the governing equations for the continuous problem are nonlinear, it is ordinarily quite difficult to establish the existence and uniqueness of finite difference solutions. In fact, for some model problems, certain very reasonable difference schemes can yield multiple (real) solutions even when the continuous problem being approximated is known to have a unique solution.

For a practical problem, when a single solution is obtained we usually cannot tell whether other solutions exist. In general, there is no algorithm for determining all of the solutions of a nonlinear system. However, under certain circumstances, if one solution is known others may be determined [3]. If several solutions are found, it may be very difficult to select the best approximation. This is especially true if the solutions are "close together." If the solutions are far apart, we may try to compare the solutions with experimental data to identify the physically relevant one(s). We may also look for properties that the discrete solutions should inherit from the continuous problem. Another approach might be to refine the computational mesh, assuming the convergence of one of the difference solutions to the correct solution of the differential equations in the limit. However, we generally have no guarantee that the "spurious" solutions will go away in this limit, nor would we be able in practice to obtain a sufficiently small mesh size.

These practical questions can be interpreted in a more theoretical setting. Suppose that a given steady state fluid dynamics problem has been formulated as a system of ordinary or partial differential equations subject to certain boundary conditions. We assume (though this is usually not clear) that this system is well posed and provides an adequate description of the physics. This system is then discretized consistently to yield a system of difference equations. We restrict ourselves here to real-valued solutions of these equations since they are the ones that may be obtained with the usual computational schemes and are the only ones with physical meaning. The following questions arise:
(1) Does this system of difference equations possess no solution, a unique solution,

[^51]or multiple solutions? If multiple solutions exist, which one provides the best approximation and how can it be found and identified?
(2) How do the solutions depend on physical parameters (e.g., viscosity) and discretization parameters (e.g., finite difference mesh size)? Are there bifurcation or turning points? How do the solutions behave in the limit of vanishing mesh size?
(3) Which solutions to these steady difference equations are obtainable via some time-dependent or iterative technique (i.e., which are "stable" for some technique)?

Alternately, assuming a difference scheme has not been selected, we may further ask
(4) Is there some consistent difference approximation which possesses a unique solution?

For anything but the simplest model problems, these questions are very difficult to answer. With the steady Burgers equation as a model, Kellogg, Shubin, and Stephens [9] investigated multiplicity of solutions for three finite difference approximations. Schreiber and Keller [18] have found multiple solutions for the driven cavity problem. For certain ODE boundary value problems, Beyn and Doedel [4], Allgower [1], and Peitgen, Saupe, and Schmitt [15] have investigated multiple continuous and discrete solutions. Osher [14] has designed a scheme which possesses a unique solution for an ODE singular perturbation problem. Some work has also been done for inviscid fluid dynamics problems which possess multiple (weak) solutions to the continuous problem and require an entropy condition to select the correct physical approximation. Harten, Hyman, and Lax [7] have shown that, for a single conservation law, monotone schemes will converge to the entropy-satisfying solution while solutions obtained with the Lax-Wendroff scheme may not. These kinds of multiple solutions have also been found for some approximations of the small disturbance transonic equation by Stephens and Werschulz [21], while Engquist and Osher [6] have designed a scheme which converges only to entropy-satisfying solutions. Shubin, Stephens, and Glaz [19] found multiple solutions for one-dimensional inviscid duct flow.

In the present paper we review the results of [9] and extend them to study the behavior of multiple finite difference solutions for a centered difference approximation of Burgers' equation when the viscosity (or cell Reynolds number) is varied. This extension is partly analytic and partly numerical. We use the fact that all of the inviscid (viscosity $\nu=0$ ) finite difference solutions can be explicitly found, and use a numerical continuation procedure to advance these solutions to positive values of $\nu$ and thereby uncover turning points and bifurcation points. As shown in [9], for sufficiently large $\nu$ (i.e., when a cell Reynolds number condition is satisfied) there is a unique solution in a certain domain $\Omega$ and all other solutions either become complex-valued or lie outside $\Omega$. Some properties of these difference solutions are investigated. In addition to Burgers' equation, we look at a model of viscous one-dimensional duct flow and use the $M$-function approach of [9] and numerical continuation to study the discrete solutions. We also show some analogous computational results for a particular discretization of the inviscid axisymmetric blunt body problem [19] when artificial viscosity is added.

## 2. Burgers' equation

2A. The continuous and discrete problems. We are interested in this section in the steady Burgers equation

$$
\begin{equation*}
u u_{x}-\nu u_{x x}=0, \quad \nu>0 \tag{2.1}
\end{equation*}
$$

with boundary conditions $u(0)=1, u(1)=-1$, whose solution is given by $u(x)=$ $-k \tanh (k(x-0.5) /(2 \nu))$ where the constant $k$ satisfies $1=k \tanh (k / 4 \nu)$. The timedependent equation $u_{t}+u u_{x}=\nu u_{x x}$ was introduced by J. M. Burgers as a simple model
for the more complicated differential equations of fluid flow. The terms $u u_{x}$ and $\nu u_{x x}$ model convection and diffusion respectively.

Let $x_{i}=i h, 0 \leqq i \leqq n+1, h=1 /(n+1)$ be uniformly spaced mesh points and let $u_{i}$ represent an approximation to $u\left(x_{i}\right)$. We consider the following centered difference approximation to (2.1)

$$
\begin{equation*}
u_{i+1}^{2}-u_{i-1}^{2}-\theta\left(u_{i+1}-2 u_{i}+u_{i-1}\right)=0, \quad \theta=\frac{4 \nu}{h} \tag{2.2}
\end{equation*}
$$

where $1 \leqq i \leqq n$ and we set $u_{0}=u(0)=1$ and $u_{n+1}=u(1)=-1$. For fixed $h$ we write the nonlinear system symbolically as $F(\mathbf{u}(\nu), \nu)=0$.

2B. Review of previous results. We now briefly discuss the results of [9] concerning multiple solutions to various difference approximations (and more general boundary conditions) of which (2.2) is a particular case. When a scheme analogous to (2.2)

$$
\frac{c\left(u_{i+1}-u_{i-1}\right)}{2 h}-\frac{\nu\left(u_{i+1}-2 u_{i}+u_{i-1}\right)}{h^{2}}=0
$$

is applied to the linearized equation $c u_{x}-\nu u_{x x}=0$, the condition $c h / \nu<2$ is required for a nonoscillatory solution. This restriction is called a cell Reynolds number condition, where $c h / \nu$ is called the cell Reynolds number. For Burgers' equation (2.1) the cell Reynolds number is defined to be $h / \nu$. Cell Reynolds number conditions occur for more general viscous flow problems and they impose a severe restriction on the class of problems which can be treated accurately [17].

For fixed $\nu$ and $h$ it is possible to find multiple solutions to (2.2) both numerically and, in some special cases, analytically. Furthermore, there are instances where these solutions are to some degree "close together". We now indicate how the theory of $\boldsymbol{M}$-functions relates the solutions of (2.2) to the cell Reynolds number.

We recall that a mapping $F: \Omega \subset R^{n} \rightarrow R^{n}$ is an $M$-function if it is (1) inverse isotone and (2) off diagonally antitone [16]. In particular it is known [16] that if $\Omega$ is an $n$-dimensional rectangle, $F$ is an $M$-function on $\Omega$ if the Jacobian matrix $F_{u}$ is an $M$-matrix on $\Omega$. A sufficient condition that $F_{u}$ be an $M$-matrix is (i) its diagonal elements are positive, (ii) its off-diagonal elements are negative, and (iii) it is irreducibly diagonally dominant. In reference to the equation $F \mathbf{y}=\mathbf{b}, \mathbf{y}^{1}, \mathbf{y}^{2} \in \Omega$ are called sub and super solutions on $\Omega$ if $F \mathbf{y}^{1} \leqq b$ and $F \mathbf{y}^{2} \geqq b$ respectively, where the inequalities are with respect to the natural ordering on $R^{n}$. It then follows from a modification of a theorem of Rheinboldt and Ortega [13, p. 465] that if $F$ is an $M$-function defined on the rectangle $\Omega$ and if $\mathbf{y}^{1}, \mathbf{y}^{2}$ are sub and super solutions for $F \mathbf{y}=\mathbf{b}$, then $F \mathbf{y}=\mathbf{b}$ has a unique solution $\mathbf{y}^{*}, \mathbf{y}^{1} \leqq \mathbf{y}^{*} \leqq \mathbf{y}^{2}$, with respect to $\Omega$. That is, there is exactly one solution to $F \mathbf{y}=\mathbf{b}$ in $\Omega$ although there may be other solutions outside of $\Omega$. This theoretical framework may then be applied to (2.2) to conclude (for fixed $h$ and $\nu$ ) that if $h / \nu<2$ then (2.2) has a solution $\mathbf{u}^{*}$ which is unique with respect to an $n$-dimensional rectangle $\Omega_{h}$ and satisfies

$$
\mathbf{u}^{*} \in \Lambda \subset \Omega_{h},
$$

where

$$
\begin{aligned}
\Lambda & =\left\{\mathbf{y}\left|\mathbf{y} \in R^{n},\left|y_{i}\right| \leqq 1\right\},\right. \\
\Omega_{h} & =\left\{\mathbf{y}\left|\mathbf{y} \in R^{n},\left|y_{i}\right| \leqq 2 \nu / h\right\} .\right.
\end{aligned}
$$

In other words, there is a unique solution with respect to $\Omega_{h}$ when the cell Reynolds number condition is satisfied. Note that as $h \rightarrow 0$ or $\nu \rightarrow \infty$ the set $\Omega_{h}$ fills out all of $R^{n}$. In
[9] it is also shown that $\mathbf{u}^{*}$ is antisymmetric with respect to $x=\frac{1}{2}\left(u_{i}=-u_{n-i+1}, i=\right.$ $1, \cdots, n$ ). For $h / \nu<2$ a solution to (2.2) lying in $\Omega_{h}$ can also be obtained by the Brouwer fixed point theorem. If we rewrite (2.2) in the form $G(\mathbf{u})=\mathbf{u}$ it can then be shown that $G\left(\Omega_{h}\right) \subset \Omega_{h}$.

With reference to question (4) in the Introduction, the second order accurate scheme

$$
\frac{u_{i+1}^{2}-u_{i-1}^{2}}{4 h}-\frac{\nu}{h^{2}}\left(\gamma_{i+1} u_{i+1}-2 \gamma_{i} u_{i}+\gamma_{i-1} u_{i-1}\right)=0,
$$

where

$$
\gamma_{i}=\left(\frac{u_{i} h}{2 \nu}\right) \operatorname{coth}\left(\frac{u_{i} h}{2 \nu}\right)
$$

was shown in [9] to have a unique solution. Also, when the boundary conditions are such that (2.1) has a positive (negative) solution, the proper one-sided differencing for $u u_{x}$ with centered differencing for $u_{x x}$ gives a scheme which has a unique positive (negative) solution.

2C. Numerical continuation of solutions. We now look at the solutions to (2.2) in more detail. The general idea which we pursue is to compute solutions to (2.2) by numerical continuation with respect to $\nu$ starting from finite difference solutions to the inviscid equations ( $\nu=0$ ). That is, we consider the nonlinear system

$$
\begin{equation*}
u_{i+1}^{2}-u_{i-1}^{2}=0, \quad u_{0}=1, \quad u_{n+1}=-1, \tag{2.3}
\end{equation*}
$$

which may be regarded as a difference scheme for

$$
\begin{equation*}
u u_{x}=0, \quad u(0)=1, \quad u(1)=-1 . \tag{2.4}
\end{equation*}
$$

Equation (2.4) does not admit a solution in the classical sense but admits generalized solutions with jump discontinuities. In fact, (2.4) does possess a solution

$$
u(x)=\left\{\begin{aligned}
1, & x<\frac{1}{2} \\
-1, & x>\frac{1}{2}
\end{aligned}\right.
$$

which is the unique inviscid limit of solutions to (2.1). For the remainder of the discussion in this section we restrict ourselves to the case where $n$ is even. In that case there are $2^{n}$ solutions to (2.3) given by $u_{i}= \pm 1$. These solutions are enumerated in Table 1 for the case $n=4$. In the case of $n$ odd some of the $u_{i}$ are not coupled to the boundary conditions and there are an infinite number of solutions. Starting with the solutions to (2.3) we numerically integrate the curves $(d / d \nu) F(\mathbf{u}(\nu), \nu)=F_{u} u_{\nu}+F_{\nu}=0$. In order to show the existence of such curves, at least for $\nu$ sufficiently small, we use the implicit function theorem and evaluate $F_{u}$ at the solutions of (2.3). The resulting matrix $F_{u}$ is

$$
\left[\begin{array}{ccc}
0 & u_{2} & 0 \\
-u_{1} & 0 & u_{3} \\
0 & -u_{2} & 0
\end{array}\right.
$$

where each $u_{i}= \pm 1$. It is easy to show by minor expansion that the determinant of this matrix is 1 or -1 .

Table 1
Discrete inviscid solutions to Burgers' equation ( $a=-1$ ) and duct flow equation ( $a=E / D$ ) for $n=4$. See Figs. 1 b and 3 b respectively.

| Solution | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 | $a$ |
| 3 | 1 | 1 | $a$ | 1 |
| 4 | 1 | 1 | $a$ | $a$ |
| 5 | 1 | $a$ | 1 | 1 |
| 6 | 1 | $a$ | 1 | $a$ |
| 7 | 1 | $a$ | $a$ | 1 |
| 8 | 1 | $a$ | $a$ | $a$ |
| 9 | $a$ | 1 | 1 | 1 |
| 10 | $a$ | 1 | 1 | $a$ |
| 11 | $a$ | 1 | $a$ | 1 |
| 12 | $a$ | 1 | $a$ | $a$ |
| 13 | $a$ | $a$ | 1 | 1 |
| 14 | $a$ | $a$ | 1 | $a$ |
| 15 | $a$ | $a$ | $a$ | 1 |
| 16 | $a$ | $a$ | $a$ | $a$ |

The actual computations of solutions to (2.2) for increasing $\nu$ were performed using Davidenko's method [13]. For a particular value of $\nu$ Newton's method was used to solve (2.2), $\nu$ was then increased and the process repeated. In a region where computation became difficult due to turning or bifurcation points the following method was used. The system (2.2) with variable $\nu$ was augmented with $\operatorname{det}\left(F_{u}(u(\nu), \nu)\right)=0$ and solved. We note that more sophisticated methods have been developed for continuing solutions through turning or bifurcation points [2], [8], [12]. The qualitative behavior of the solutions as a function of $\nu$ is shown for the cases $n=2$ and $n=4 \mathrm{in}$ Fig. 1 where the vertical axis represents $n$-dimensional Euclidean space. In Fig. 1 we also depict the set $\Omega_{h}$. For the case $n=4$ there are three turning points and three bifurcation points. There are four antisymmetric solutions ( $4,6,11$, and 13 ). We call solution 4 the principal solution since it is the solution which best approximates (2.1). All other solutions are called spurious. The principal solution bifurcates twice and when $h / \nu<2\left(\nu>\frac{1}{10}\right)$ the principal solution lies in $\Omega_{h}$ with all other solutions $(9,11,15)$ outside of $\Omega_{h}$ as predicted by the results discussed earlier. Figure 1 is complete except for the possible existence of loops which cannot be found by the present method.

For the simple case of two interior mesh points a geometrical model indicates how bifurcation occurs. In this case (2.2) is a system with two equations and two unknowns $u_{1}, u_{2}$. If these equations are added to and subtracted from each other the following equivalent equations are obtained

$$
\begin{gathered}
\left(u_{2}+u_{1}\right)\left(u_{2}-u_{1}+\theta\right)=0, \\
\left(u_{1}+\frac{3}{2} \theta\right)^{2}+\left(u_{2}-\frac{3}{2} \theta\right)^{2}=2+2 \theta+\frac{9}{2} \theta^{2} .
\end{gathered}
$$

Solutions are given by the intersections of the lines $u_{2}=-u_{1}$ and $u_{2}=u_{1}-\theta$ with the circle of radius $\left(2+2 \theta+\frac{9}{2} \theta^{2}\right)^{1 / 2}$ and center ( $-3 \theta / 2,3 \theta / 2$ ). This situation is pictured in


Fig. 1. Behavior of discrete Burgers' solutions as a function of viscosity $\nu$ for a) $n=2$ and b) $n=4$. Numbered solutions correspond to Table 1.

Fig. 2. As $\nu$ increases from 0 , the line $u_{2}=u_{1}-\theta$ moves through the circle and at a critical value of $\nu$ tangents the circle at a point and bifurcation of that solution occurs. A similar but more complicated diagram models the antisymmetric solutions (one of which is the principal solution) in the case $n=4$. It is interesting to note in the general case of $n$ even that the solutions of (2.2) must lie on an ( $n-1$ )-sphere with center $(-(n+1) \theta / 2,(n+1) \theta / 2,-(n+1) \theta / 2, \cdots)$ and radius $\left(n+n \theta+n(n+1)^{2} \theta^{2} / 4\right)^{1 / 2}$. To see this, multiply equations $2 k$ by $k(k=1, \cdots, n / 2)$ and equations $n-2 k+1$ by $-k$ ( $k=1, \cdots, n / 2$ ) and then add.


Fig. 2. Geometric interpretation of discrete Burgers' solutions for $n=2$.

Bifurcations and turning points occur only when $F_{u}$ is singular. We now examine the singularity of $F_{u}$ for antisymmetric solutions when $n=4$. In this case ( $u_{1}=-u_{4}$, $\left.u_{2}=-u_{3}\right) F_{u}$ is

$$
\left[\begin{array}{cccc}
2 \theta & -\theta+2 u_{2} & 0 & 0 \\
-\theta-2 u_{1} & 2 \theta & -\theta-2 u_{2} & 0 \\
0 & -\theta-2 u_{2} & 2 \theta & -\theta+2 u_{1} \\
0 & 0 & -\theta+2 u_{2} & 2 \theta
\end{array}\right] .
$$

We remark that $F_{u}$ is singular whenever $u_{i}=2 \nu / h=\theta / 2, i=1$, 2. In the case that $u_{1}=2 \nu / h$, the sum of the rows of $F_{u}$ is zero. When $u_{2}=2 \nu / h, F_{u}$ is reducible and $\operatorname{det} F_{u}=(2 \theta)^{2}\left((2 \theta)^{2}-\left(-\theta-2 u_{2}\right)^{2}\right)=0$. Although the argument is more involved it can be shown for the general case of $n$ even that $F_{u}$ is singular whenever $u_{i}=2 \nu / h$. For the case $n=4$ and considering the principal solution we see that $u_{1}(\nu)=1$ at $\nu=0$ and approaches $2 / 3$ as $\nu \rightarrow \infty$. Since $u_{1}(\nu)$ is a continuous function of $\nu$ there must be a value of $\nu$ for which $u_{1}(\nu)=2 \nu / h$ and $u_{2}(\nu)$ must also take the value $2 \nu / h$ by similar reasoning. In the general case we conjecture that there is a principal solution which bifurcates $n / 2$ times.

As a final point of interest we discuss the obtainability of solutions of (2.2) by the use of time-dependent methods. Such methods are a common means of obtaining solutions to steady problems. Basically one considers a finite difference approximation to a time-dependent formulation of the problem, guesses an initial value and then marches through time until a steady state is reached to within some tolerance. We have differenced the time-dependent Burgers equation $u_{t}+u u_{x}=\nu u_{x x}$ with the predictorcorrector scheme of Brailovskaya [17] and with the standard forward-time, centeredspace (FTCS) shceme. In the steady state both schemes reduce to (2.2). At $\nu=.005$ the Brailovskaya scheme would converge to solutions 1,4 , and 16 , whereas FTCS would
only converge to the principal solution 4. However, other experiments indicate that both schemes will converge to spurious solutions near bifurcation points.
3. One-dimensional duct flow. We now consider a model for one-dimensional viscous, steady, compressible flow in a duct of variable cross sectional area $A(x)$. This model possesses solutions that are quite similar to those for Burgers' equation. The governing equations (see, e.g., [5], [11]) may be reduced to the single equation

$$
\begin{equation*}
D u_{x}+E\left(\frac{1}{u}\right)_{x}-F u_{x x}-G=0 \tag{3.1}
\end{equation*}
$$

where $\quad D=(\gamma+1) c /(2 \gamma)-\mu A_{x}, \quad E=(\gamma-1) c H / \gamma, \quad F=\mu A / \gamma, \quad$ and $\quad G=$ $(\gamma-1) c(H / u-u / 2) A_{x} /(\gamma A)$. Here $u$ is the velocity, $\gamma$ the ratio of specific heats, $\mu$ the viscosity coefficient, and $c$ and $H$ are constants of integration. If we linearize $u$ about $u_{0}$ and assume constant area flow ( $A_{x}=0$ ), (3.1) reduces to

$$
\begin{equation*}
\left(D-\frac{E}{u_{0}^{2}}\right) u_{x}-F u_{x x}=0 \tag{3.2}
\end{equation*}
$$

which is a linear Burgers equation. Consequently if centered differencing is used to approximate (3.2), the cell Reynolds number criterion for a nonoscillatory solution is $h D\left|1-E /\left(D u_{0}\right)^{2}\right| / F<2$, where $h$ is the mesh size. It can be shown that this is equivalent to the condition $\rho_{0} h\left|u_{0}\left(1-1 / M^{2}\right)\right| / \mu<2$ given by Meintjes [11], where $\rho_{0}$ is the density and $M$ is the Mach number.

In order to apply our $M$-function approach we find it necessary to take $A_{x}=0$, so that in (3.1) $D, E$ and $F$ are constants and $G=0$. The simplified (3.1) is discretized (analogously to Burgers' equation) as

$$
\begin{equation*}
\frac{D\left(u_{i+1}-u_{i-1}\right)}{2 h}+\frac{E\left(\frac{1}{u_{i+1}}-\frac{1}{u_{i-1}}\right)}{2 h}-\frac{F\left(u_{i+1}-2 u_{i}+u_{i-1}\right)}{h^{2}}=0, \tag{3.3}
\end{equation*}
$$

and the boundary conditions are taken to be

$$
\begin{equation*}
u_{0}=\alpha, \quad u_{n+1}=\beta, \tag{3.4}
\end{equation*}
$$

where $\alpha, \beta>0$. Let $\phi=\min (\alpha, \beta)$ and $\psi=\max (\alpha, \beta)$. Then in a manner entirely parallel to that for Burgers' equation, it can be shown that (3.3), (3.4) possess a unique solution with respect to the rectangle

$$
\Omega_{h}^{D}=\left\{\mathbf{y} \mid \mathbf{y} \in R^{n},\left(\frac{E / D}{1+\frac{2 F}{h D}}\right)^{1 / 2} \leqq y_{i} \leqq\left\{\begin{array}{ll}
\infty & \text { if } h \leqq \frac{2 F}{D} \\
\left(\frac{E / D}{1-\frac{2 F}{h D}}\right)^{1 / 2} & \text { if } h>\frac{2 F}{D}
\end{array}\right\},\right.
$$

when $h D\left(E /\left(D \phi^{2}\right)-1\right) / F<2$, and either $\phi^{2}<E /(2 D)$ or $h D\left(1-E /\left(D \psi^{2}\right)\right) / F<2$. Hence again, for fixed $h$, it is possible to choose $\mu$ (and thus $F$ ) large enough to assure a unique solution in a certain $n$-dimensional rectangle. Similarly, for fixed $\mu, h$ can be made small enough. Furthermore, the linear criterion for nonoscillatory solutions and the nonlinear criterion for uniqueness are again strongly related.

As for Burgers' equation, when $n$ is even there are $2^{n}$ solutions of (3.3), (3.4) when $\mu=F=0$. Choosing $\alpha=1$ and $\beta=E / D$, the inviscid solutions are given by taking $u_{i}=1$ or $u_{i}=E / D$ at each mesh point $i$ (see Table 1 for $n=4$ ). We again employ our numerical continuation procedure with $E / D=0.63$ to follow all of the $\mu=0$ solutions to values of viscosity $\mu>0$. The resulting diagrams showing the behavior of the solutions for $n=2$ and $n=4$ are given in Fig. 3. We observe that no solutions bifurcate



Fig. 3. Behavior of discrete duct flow solutions as a function of viscosity $\mu$ for a) $n=2$ and b) $n=4$. Numbered solutions correspond to Table 1.
off the principal solution in these cases. It is also interesting that, of the solutions that remain bounded, the principal solution is the one with maximum $l_{2}$-norm.

Some numerical experiments with variable area $A(x)$ were also carried out for $n=2$ and $n=4$. In these computations, turning points were found when the constant area duct solutions for $\mu=0$ were continued with respect to duct shape $A(x)$.
4. Supersonic blunt body problem. In [20] a particular discretization of the steady inviscid axisymmetric blunt body problem was found to have two solutions for Mach 3 flow over a sphere. In this problem an incoming supersonic stream impinges on the sphere and a bow shock forms separating the undisturbed flow from the disturbed "shock layer" between the sphere and the bow shock. The problem is to determine the flow field in the shock layer and the position of the explicitly tracked bow shock. In this approach a variation of Newton's method was used to proceed from some initial guess to a steady state. Lines of constant density (isopycnics) and the computed bow shock positions for the two solutions $A$ and $B$ are shown on the left in Fig. 4. We note that the computed bow shocks are oscillatory in "opposite senses" in the two solutions. These solutions are certainly close together and it is difficult to select the best approximation. Both solutions agree reasonably well with experiment. In addition to the Newton procedure, we have also used the method of Brailovskaya to integrate time-dependent equations which yield the same steady state difference system. When this method is started near solution $B$ it converges to $B$, but when started near $A$ it fails to converge.

Here we investigate the behavior of solutions $A$ and $B$ as artificial viscosity is added to the governing inviscid equations. Without going into detail, a smoothing


Fig. 4. Behavior of computed bow shocks and isopycnics for two solutions of the blunt body problem as artificial viscosity $\nu$ is increased.
operator is added to each component of the governing PDE system. This is frequently done to damp computational oscillations or to "stabilize" a scheme. In this procedure the inviscid boundary conditions are maintained. The present computational experiment is therefore not strictly analogous to the model problems previously discussed since in those problems the correct viscous and inviscid boundary conditions are the same.

We use our numerical continuation procedure to proceed from one value of artificial viscosity to the next. As shown in Fig. 4, as the artificial viscosity $\nu$ is increased the solutions tend toward each other. At some critical viscosity $\nu=6.4$ the solutions coincide, and for greater values it seems that no nearby solution exists. Furthermore, the determinants of the Jacobian matrices for the two solutions are of opposite sign and tend toward each other as the critical viscosity is approached. It therefore appears that a turning point has been found. Were it not for the above-mentioned boundary condition question, we might be tempted by analogy with the model results to think of both $A$ and $B$ as spurious solutions (i.e., not the principal solution).
5. Concluding remarks. For the problems considered here, we have been able to partially answer the questions posed in the Introduction. By examining the Burgers equation in detail we see that the behavior of multiple finite difference solutions can be quite complicated even for a very simple model. For this model we can understand some of the behavior because we have a theory which predicts the crucial role of the cell Reynolds number and we have a computational method to follow the solutions. These results suggest a relationship between computational oscillations and multiple solutions which we do not yet fully understand.

In more general circumstances the questions in the Introduction are more difficult to answer. Nevertheless, our computational results for the blunt body problem and other work previously cited suggest that the phenomena uncovered for the discrete Burgers equation may also be found in more complicated practical problems. In the absence of methods guaranteeing a unique solution, we can only recommend that investigators be careful in implementing their methods and in checking their numerical results. When implementing methods this means starting iterative or time-accurate methods from different initial guesses, insisting on tight convergence criteria, repeating computations with different mesh sizes, and even using different methods whose final solutions satisfy the same system or difference equations. We remark that although time accurate methods may converge to spurious solutions, they are apparently less likely to do so than are general iterative methods. However, time accurate methods are usually slower to converge to a steady state [10]. In judging the computed results we should be suspicious of unanticipated oscillatory solutions and should check for qualitative properties that the discrete solutions should inherit from the continuous problem. We must be careful in evaluating results obtained with different mesh sizes. If such results are greatly different we must obviously be cautious; however, even when the results are nearly the same, we still cannot be completely sure that we are on the principal solution branch.
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#### Abstract

Very large sparse linear least squares problems arise in a variety of applications, such as geodetic network adjustments, photogrammetry, earthquake studies, and certain types of finite element analysis. Many of these problems are so large that it is impossible to solve them without using auxiliary storage devices. Some problems are so massive that the storage needed for their solution exceeds the virtual address space of the largest machines. In this paper we describe a method for solving such problems on a typical (large) computer and provide the results of some experiments illustrating the effectiveness of our approach. The method includes an automatic partitioning scheme which is essential to the efficient management of the data on auxiliary files.
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## 1. Introduction and overview

1.1. Introduction. In this paper a method is presented for solving the linear least squares problem

$$
\begin{equation*}
\min _{x}\|A x-b\|_{2} \tag{1.1}
\end{equation*}
$$

when the $m \times n$ matrix $A$ is very large and sparse and has full column rank $n$. The problems we wish to solve are so large that the use of auxiliary storage is essential regardless of the numerical method employed. In some cases storage requirements may even exceed the virtual address space of the largest machines, and therefore auxiliary space cannot be managed implicitly by a paging algorithm. Our approach is to break the large problem up into smaller subproblems which are processed sequentially, eventually producing the solution to the original problem. Such an approach requires a method for partitioning the large problem, a computational module for processing the subproblems, and an algorithm for managing external files containing intermediate results. In the remainder of this section, after giving some specific examples of large-scale least squares problems, we survey possible numerical methods and then describe the particular technique we have chosen for the computational module. In § 2, problem partitioning and data management are discussed. Section 3 presents numerical test results and observations.
1.2. Examples of large-scale least squares problems. In recent years least squares problems of ever increasing size have arisen with ever increasing frequency. One reason for this is that modern data acquisition technology allows the collection of massive amounts of data. Another factor is the tendency of scientists to formulate more and more complex and comprehensive models in order to obtain finer resolution and more realistic detail in describing physical systems. Particular areas in which such large-scale squares problems occur include geodetic surveying (Avila and Tomlin

[^52][1979], Golub and Plemmons [1980]), photogrammetry (Golub, Luk and Pagano [1980]), earthquake studies (Vanicek, Elliott and Castile [1979]), and in the natural factor formulation of the finite element method (Argyris and Brönlund [1975], Argyris et al. [1978]). An example of truly spectacular size is the least squares adjustment of coordinates (latitudes and longitudes) of stations comprising the North American Datum, to be completed in 1983 by the U.S. National Geodetic Survey (Kolata [1978]). This enormous task requires solving, perhaps several times, a least squares problem having six million equations in four hundred thousand unknowns.
1.3. Numerical methods for sparse least squares. Several methods have been proposed for solving sparse linear least squares problems (Duff and Reid [1976], Björck [1976], Gill and Murray [1976]). For our purposes the most important qualities in a numerical method will be storage requirements, numerical stability, and convenience in utilizing auxiliary storage.

The classical approach to solving the linear least squares problem is via the system of normal equations

$$
\begin{equation*}
A^{T} A x=A^{T} b \tag{1.2}
\end{equation*}
$$

The $n \times n$ symmetric positive definite matrix $B=A^{T} A$ is factored using Cholesky's method into $R^{T} R$, where $R$ is upper triangular, and then $x$ is computed by solving the two triangular systems $R^{T} y=A^{T} b$ and $R x=y$. This algorithm has several attractive features for large sparse problems. The Cholesky factorization does not require pivoting for stability so that the ordering for $B$ (i.e., column ordering for $A$ ) can be chosen based on sparsity considerations alone. Moreover, there exists well developed software for determining a good ordering in advance of any numerical computation, thereby allowing use of a static data structure. Another advantage is that the row ordering of $A$ is irrelevant so that the rows of $A$ can be processed sequentially from an auxiliary input file in arbitrary order, and $A$ need never be represented in fast storage in its entirety at any one time. Unfortunately the normal equations method may be numerically unstable. This is due to the potential loss of information in explicitly forming $A^{T} A$ and $A^{T} b$, and to the fact that the condition number of $B$ is the square of that of $A$.

A well-known stable alternative to the normal equations is provided by orthogonal factorization (Golub [1965]). An orthogonal matrix $Q$ is computed which reduces $A$ to upper trapezoidal form

$$
Q A=\left[\begin{array}{c}
R  \tag{1.3}\\
0
\end{array}\right], \quad Q b=\left[\begin{array}{c}
y \\
z
\end{array}\right],
$$

where $R$ is $n \times n$ and upper triangular. Since $Q$ does not change the two-norm, we have

$$
\|A x-b\|_{2}=\left\|\left[\begin{array}{l}
R  \tag{1.4}\\
0
\end{array}\right] x-\left[\begin{array}{l}
y \\
z
\end{array}\right]\right\|_{2},
$$

and therefore the solution to (1.1) is obtained by solving the triangular system $R x=y$. The matrix $Q$ usually results from Gram-Schmidt orthogonalization or from a sequence of Householder or Givens transformations. Both the Gram-Schmidt and Householder algorithms process the unreduced part of the matrix $A$ by columns and can cause severe intermediate fill-in. The use of Givens rotations is much more attractive in that the matrix is processed by rows, gradually building up $R$, and intermediate fill-in
is confined to the working row. This approach, implemented with a good column ordering and an efficient data structure, is the basis for the computational module described in § 1.4.

Other direct nonnormal-equations methods for sparse least squares, including those of Peters and Wilkinson [1970] (as implemented by Björck and Duff [1980]) and Hachtel [1976], were considered, but these elimination methods require row and column pivoting to preserve sparsity as well as some form of pivoting for stability, necessitating access to the entire matrix. This feature greatly inhibits the partitioning of large problems and the flexible use of auxiliary storage.
1.4. The computational module. The numerical method we use is developed in detail in George and Heath [1980]. Our motivation is to combine the flexibility, convenience and low storage requirements of the normal equations with the stability of orthogonal factorization. The basic steps of the algorithm are as follows:

Algorithm 1. Orthogonal decomposition of $A$.

1. Determine the structure (not the numerical values) of $B=A^{T} A$.
2. Find an ordering for $\boldsymbol{B}$ (column ordering for $\boldsymbol{A}$ ) which has a sparse Cholesky factor $R$.
3. Symbolically factorize the reordered $B$, generating a row-oriented data structure for $R$.
4. Compute $R$ by processing the rows of $A$ one by one using Givens rotations.

Steps 1 through 3 of Algorithm 1 are the same as would be used in a good implementation of the normal equations method. These steps may be carried out very efficiently using existing well developed sparse matrix software (George and Liu [1979]). It is important to emphasize that the data structure for $R$ is generated in advance of any numerical computation, and therefore dynamic storage allocation to accommodate fill-in during the numerical computation is unnecessary. The order in which the rows of $A$ are processed in Step 4 does not affect the structure of $R$. Therefore the rows may be accessed from an external file one at a time in arbitrary order. A suboptimal row ordering to reduce the amount of computation associated with intermediate fill-in during the orthogonal decomposition phase was shown to be effective in George and Heath [1980] and is used here. Alternatively, for problems having widely varying weights or row norms it may be necessary to choose the row ordering so as to maintain stability. Thus Algorithm 1 requires the same storage and exploits sparsity at least to the same degree as the normal equations, allows convenient use of auxiliary storage, and in addition is numerically stable.

## 2. Decomposition of $\boldsymbol{A}$ using auxiliary storage

2.1. Introduction. This section consists of two parts. The first describes an algorithm for finding a column ordering and partitioning of $A$ which lends itself to the efficient use of auxiliary storage. The method uses slightly modified ideas and techniques which have already been described in detail by George and Liu [1978], so our presentation is brief and limited to showing our modifications and the relevance of the scheme to the least squares problem. It is important to note that in some contexts such partitionings/orderings arise as a natural by-product of the modelling procedure (finite element analysis) or data acquisition (geodesy). In these cases, this "preprocessing" algorithm would not be required.

The second part of this section deals with the utilization of the software described in § 1.4 and the partitioning provided by Algorithm 2 of § 2.2, along with files on auxiliary storage, to solve very large least squares problems.
2.2 Finding an appropriate ordering and partitioning for the columns of $\boldsymbol{A}$. In the sequel it is convenient to work with the symmetric graph associated with the normal equations matrix $B=A^{T} A$. The graph $G=(X, E)$ associated with $B$ has $n$ nodes $x_{i}, i=1,2, \cdots, n$, which form $X$, and an edge set $E$ consisting of unordered pairs of nodes with $\left\{x_{i}, x_{i}\right\} \in E$ if and only if $B_{i j}=B_{j i} \neq 0, i \neq j$. Thus the nodes $x_{i}$ correspond to the variables of the least squares problem, i.e., to the columns of $A$. Implicit here is the assumption that the nodes of $G$ have been labelled as the columns of $A$. Thus, a relabelling of the nodes of $G$ corresponds to a symmetric permutation of the matrix $B$, or equivalently, a column permutation of $A$. Given $G$ without any labels, finding an appropriate permutation of the columns of $A$ can be viewed as finding an appropriate labelling for $G$.

A graph $G^{\prime}=\left(X^{\prime}, E^{\prime}\right)$ is a subgraph of $G=(X, E)$ if $X^{\prime} \subset X$ and $E^{\prime} \subset E$. For $Y \subset X, G(Y)$ refers to the subgraph $(Y, E(Y))$ of $G$, where $E(Y)=$ $\{\{u, v\} \in E \mid u, v \in Y\}$.

Nodes $x$ and $y$ are said to be adjacent if $\{x, y\}$ is an edge in $E$. For $Y \subset X$, the adjacent set of $Y$ is defined as

$$
\operatorname{Adj}(Y)=\{x \in X-Y \mid\{x, y\} \in E \text { for some } y \in Y\}
$$

A path of length $l$ is a sequence of $l$ edges $\left\{x_{0}, x_{1}\right\},\left\{x_{1}, x_{2}\right\}, \cdots,\left\{x_{l-1}, x_{l}\right\}$ where all the nodes are distinct except for possibly $x_{0}$ and $x_{1}$. A graph $G$ is connected if there is a path joining each pair of distinct nodes.

A partitioning $\mathscr{P}$ of $G$ is an ordered collection of node sets

$$
\mathscr{P}=\left\{Y_{1}, Y_{2}, \cdots, Y_{p}\right\},
$$

where $Y_{i} \cap Y_{j}=\varnothing, i \neq j$, and $\cup_{i=1}^{p} Y_{i}=X$.
Given a partitioning $\mathscr{P}$ of $G$, the only numberings (labellings) we will be concerned with in this paper will be compatible with $\mathscr{P}$. That is, each $Y_{i}$ is numbered consecutively, and nodes in $Y_{i}$ are numbered before those in $Y_{i+1}$.

A subset $Y \subset X$ of the node set of $G$ is a separator of $G$ if $G(X-Y)$ consists of two or more connected components. A separator is minimal if no subset of it is a separator.

As we shall see below, a desirable column ordering and partitioning for $\boldsymbol{A}$ is provided by a nested dissection partitioning of the graph of $B$ (George, Poole and Voigt [1978]). The algorithm we use here can be described as follows, where $G=(X, E)$ is the graph of $B$ and $\mu$ is a user-supplied parameter.

Algorithm 2. Incomplete nested dissection partitioning.

1. Set $V=X, p=0$, and $n=|X|$.
2. If $V=\varnothing$, go to Step 4. Otherwise, let $G(T)$ be a connected component of $G(V)$ and set $p=p+1$. If $|T| \leqq \mu$, set $S_{p}=T$; otherwise, find $S_{p}$, a minimal separator of $G(T)$ which disconnects it into two or more components of approximately equal size.
3. Set $V=V-S_{p}, n=n-\left|S_{p}\right|$, and go to Step 2.
4. Set $\mathscr{P}=\left\{Y_{1}, Y_{2}, \cdots, Y_{p}\right\}$, where $Y_{i}=S_{p+1-i}, i=1,2, \cdots, p$.

Apart from the inclusion of the threshold $\mu$, and the omission of any specific labelling strategy for each $S_{p}$, our implementation corresponds exactly to that described by George and Liu [1978, pp. 1054-1060], so the reader is referred there for details. For our purposes, any ordering compatible with $\mathscr{P}$ is acceptable, and the choice of $\mu$ is discussed in § 3. It should be obvious that $\mu$ governs the relative "completeness" of the dissection procedure. An example of a nested dissection partitioning along with a compatible ordering is given in Fig. 2.1.

In order to avoid unnecessarily complicated notation in the following section, we assume from now on that $A$ has been reordered by columns and that the $Y_{i}$ simply consist of the appropriate consecutive subsequences of the first $n$ integers. In other words, the nodes of $Y_{i}$ have been replaced by their labels.


Fig. 2.1. An example of a nested dissection partitioning of a graph and an induced numbering of its nodes.

We now define a partitioning $\mathscr{R}=\left\{Z_{1}, Z_{2}, \cdots, Z_{p}\right\}$ of the row numbers of $A$, induced by the column partitioning $\mathscr{P}$, as follows. Let

$$
Z_{i}=\left\{k \mid \exists j \in Y_{i} \ni a_{k j} \neq 0\right\}-\left\{\bigcup_{l=1}^{i-1} Z_{l}\right\}, \quad i=1,2, \cdots, p
$$

with $Z_{0}=\varnothing$. The manner in which the $Z_{i}$ are defined above implies that in general, for a sparse matrix $A$, if the rows of $A$ are permuted so that those specified by $Z_{i}$ appear above those specified by $Z_{i+1}$, then $A$ will have block upper trapezoidal form, as depicted in Fig. 2.2, for three diagonal blocks. Again, to keep the presentation simple, we assume that the rows of $A$ have been relabelled so that the $Z_{i}$ consist of consecutive integers, with those in $Z_{i}$ preceding those in $Z_{i+1}$. We denote the submatrices of $A$ by $A_{i j}, 1 \leqq i, j \leqq p$, and our objective is to find a form for $A$ such that $A_{i j}=0$ for $i>j$.

As mentioned earlier, this process of dissection of the problem variables into independent subsets may arise more or less automatically or may be carried out by some means other than the one proposed above.

For example, in geodesy, observations between or among control points are collected and tabulated by geographic region, so the variables (coordinates) and observations are naturally arranged in a hierarchical structure. Moreover, automatic subdivision can be implemented on the basis of specifying latitude and longitude boundaries as separators for the coordinate sets. For a more detailed description of this process, called Helmert blocking by geodesists, see Golub and Plemmons [1980] and the references cited therein.

In the analysis of structures, the variables in the model are often subdivided according to subassemblies, with each component being processed by an individual design group. This may occur at several levels, leading to "multi-level substructuring." This partitioning procedure together with the natural factor formulation of the finite element method (Argyris et al. [1978]) leads to a sparse least squares problem having block upper trapezoidal structure, as illustrated in Fig. 2.2.


A
Fig. 2.2. A $23 \times 9$ sparse matrix $A$ partitioned by columns according to $\mathscr{P}$ and the induced row partitioning $\mathscr{R}$.

A special case of the block upper trapezoidal form is the so-called block angular form, where $A_{i j}=0$ unless $j=i$ or $j=p$. This form arises naturally in many mathematical programming contexts, but more important from our point of view is that Weil and Kettler [1971] have provided a heuristic algorithm for permuting a general sparse matrix into block angular form. We have not used their algorithm, but in some contexts it might serve as an alternate "preprocessor" (partition generator) to the one proposed in this section. Golub and Plemmons [1980] have exploited this block angular form structure in connection with computing orthogonal decompositions of problems arising in geodesy.
2.3. Reduction of $\boldsymbol{A}$ using auxiliary storage. Before describing in detail how the partitioning $\mathscr{P}$ is used in exploiting auxiliary storage, we first review the basic computational procedure, without any reference to the actual implementation. For definiteness, we assume $|\mathscr{P}|=3$ and that $A$ has the form shown in Fig. 2.3. The computation consists of $p$ major steps; the $i$ th step results in the generation of $\left|Y_{i}\right|$ rows of the upper triangular factor $R$ of $A$. During the $i$ th step, the columns of $Y_{i}$ and a subset of columns from $\bigcup_{j=i+1}^{p} Y_{j}$ are involved in the computation. We denote the column numbers of this subset by $Y_{i}^{\prime}$.

The computation involved in the first step is depicted in Fig. 2.3, and all the other major steps are similar, generating the sequence of successively smaller matrices $A_{1}, A_{2}, A_{3}, \cdots, A_{p}$. At the first step, which transforms $A=A_{1}$ to $A_{2}$, the matrix [ $A_{11} \mid \tilde{A}_{1}$ ] is reduced to upper triangular form using Algorithm 1 described in § 1.4. The matrix $\tilde{A}_{1}$ consists of those columns of $A_{12}$ and $A_{13}$ which are non-null. (Thus, $\tilde{A}_{1}$ is simply a "compressed" version of $A_{12}$ and $A_{13}$.) The first $\left|Y_{1}\right|$ columns of the resulting upper triangular matrix are the first $\left|Y_{1}\right|$ columns of $R$; the remaining columns are "compressed," bearing the same relationship to $R$ as $\tilde{A_{1}}$ does to [ $A_{12} A_{13}$ ]. The rows corresponding to these latter columns are "expanded" and put on the top of the


Fig. 2.3. Pictorial description of the first step of the $|\mathscr{P}|$ step reduction of $\boldsymbol{A}$ to upper trapezoidal form.


Fig. 2.4. Depiction of the second step of the block-reduction of $\boldsymbol{A}$ to upper trapezoidal form.
second row-block of $A$, yielding $A_{2}$. The next step of the computation is depicted in Fig. 2.4, and the final step has no special features.

Thus in the general case, after $i-1$ steps of the reduction process, the matrix $\boldsymbol{A}_{i}$ will have the form shown in Fig. 2.5.


Fig. 2.5. Block structure of $A_{i}$.

Note that since we assume that the rows of $A_{i}$ are stored on auxiliary storage at all times, the only storage needed at the $i$ th stage of the computation is that required for the presumably sparse upper triangular matrix $R_{i}$, where

$$
R_{i}=\left\{\begin{array}{|l}
R_{i i} \\
\tilde{R}_{i i}
\end{array}\right]
$$

Another important practical observation is that in Algorithm 1 of § 1.4, and in the one that is described in the sequel, there is no restriction on the order that the rows of any of the $A_{i}$ are stored so that any beneficial row ordering may be used.

In what follows it is helpful to have names for certain subsets of the rows of $\boldsymbol{A}_{i}$. We define the set of rows of $A_{i}$ having nonzeros in columns which interesect $Y_{i}$ by $\bar{Z}_{i}$, and we use $Z_{i}^{\prime}$ to denote the remaining rows of $\boldsymbol{A}_{i}$. Thus, it is precisely those rows in $\bar{Z}_{i}$ which are involved in the $i$ th major step of the computation.

For simplicity, we have not included the right-hand side in our Figs. 2.3-2.5, but we intend that it be processed simultaneously with the rows of $A$, and carried along in parallel. In particular, throughout this paper, when we refer to processing a "row of $A$ " or an "equation," we implicitly include the corresponding element of $b$, the weight (if any), and so on. Our program formally allows for weights, and in order to handle them uniformly (i.e., to avoid distinguishing between virgin rows in $A_{i}$ and those that have been transformed), a weight of 1 is associated with transformed equations.

We are now ready to describe the algorithm for reducing $A$, which involves the use of four files. These files may be stored on tapes, disks, drums; only serial access to the files is necessary. The files are:

1. $R$-file: accepts the rows of $R$ as they are computed.
2. $C$-file: (current file) at the beginning of the $i$ th major step of the computation, contains the rows of $A_{i}$ in arbitrary order.
3. $\bar{Z}$-file: during the $i$ th step of the computation, contains the rows in the set $\bar{Z}_{i}$; that is, those rows of $A$ that are involved in the computation at the $i$ th major step.
4. $Z^{\prime}$-file: at the beginning of the $i$ th step, this file is empty. The $C$-file is read, and split into the $\bar{Z}$-file and this file, which receives the rows of $A_{i}$ in the set $Z_{i}^{\prime}$. After the computation of $R_{i}$ is performed, the rows of $\tilde{R}_{i i}$ are written on this file, and the $Z^{\prime}$-file becomes the $C$-file for the next step of the computation. (It now contains the rows of $\boldsymbol{A}_{i+1}$.)
Thus the $\bar{Z}$-file is a scratch file, and the roles of the $C$-file and $Z^{\prime}$-file alternate at each succeeding major step of the computation.

Algorithm 3. Block reduction of $A$ to upper triangular form.
For $i=1,2, \cdots, p$ do the following:

1. Rewind the $C$-file, $\bar{Z}$-file, and $Z^{\prime}$-file. Read the equations from the $C$-file one by one, and for each do the following:
1.1. If the equation number is in $\bar{Z}_{i}$, write the equation on the $\bar{Z}$-file and record the structure it contributes to the normal equations matrix $H_{i}^{T} H_{i}$, corresponding to the matrix $H_{i} \equiv\left[A_{i i} \mid \tilde{A_{i}}\right]$.
1.2. If the equation is in $Z_{i}^{\prime}$, write the equation on the $Z^{\prime}$-file.
2. Order the equations so that $H_{i}^{T} H_{i}$ suffers low fill-in, restricting the ordering so that the variables in $Y_{i}^{\prime}$ appear last.
3. Create the data structure for $R_{i}$.
4. Rewind the $\bar{Z}$-file. Read the equations from it and compute $R_{i}$, also applying the transformations to $b$.
5. Write the rows of $R_{i i}$ on the $R$-file along with the transformed elements of $b$.
6. Write the rows of $\tilde{R}_{i i}$ on the $Z^{\prime}$-file, along with the transformed elements of $b$.
7. Reverse the names of the $C$-file and $Z^{\prime}$-files.

It should be clear that the combination of the structure recording part of Step 1.1 along with Steps 2, 3, and 4 is essentially Algorithm 1, described in § 1.4. The only modification is the adjustment of the ordering provided by Algorithm 1 so that variables in $Y_{i}^{\prime}$ appear last; all others remain in their same relative position. The ordering of the variables of $Y_{i}$ that is provided in Step 2 is recorded so that the rows of $R$ written on the $R$ file can be processed in the correct order in the back substitution. (Note that Algorithm 2 in § 2.1 only provided the partitioning and did not provide an ordering for each $Y_{i}$.)

At the conclusion of the reduction of $A$ to upper trapezoidal form, along with the simultaneous reduction of $b$, the rows of $R$ and the corresponding right-hand side


Fig. 2.6. Diagram of the data flow of the algorithm for reducing $\boldsymbol{A}$ to upper trapezoidal form.
elements ( $y$ in (1.3) of § 1 ) will be on the $R$-file, with the "write head" positioned at the end of the last record. The following simple back substitution is then used to compute $x$.

For $i=n, n-1, \cdots, 1$ do the following:

1. backspace the $R$-file;
2. read the $i$ th row of $R$ and corresponding right-hand side element $y_{i}$ and compute $x_{i}$;
3. backspace the $R$-file.

## 3. Numerical experiments and observations

3.1. Introduction. This section contains results of some experiments performed using an implementation of the algorithms described in $\S 1.4$ and $\S 2$. Our test problems are of various sizes (ranging from 1,444 equations and 400 unknowns up to 17,946 equations and 4,554 unknowns) and of two different types. One class of problems is typical of those that would arise in the natural factor formulation of the finite element method (Argyris and Brönlund [1975]), and the second class typifies those arising in geodetic adjustment problems (Golub and Plemmons [1980]). The descriptions of the problems we provide include only the details necessary to characterize their size and structure; for important information on the physical origins and their mathematical models, the reader should consult the references.
3.2. Test problems. Our finite element test problems are associated with a $q \times q$ grid consisting of $(q-1)^{2}$ small squares, as shown in Fig. 3.1 with $q=3$. Associated with each of the $n=q^{2}$ grid points is a variable, and associated with each small square are four equations (observations) involving the four corner grid points (variables) of the square. Thus, the associated coefficient matrix is $\left(n=q^{2}\right) \times\left(m=4(q-1)^{2}\right)$, as illustrated in Fig. 3.1.

Our second set of test problems were also derived from a $q \times q$ mesh, but of a rather different type. The purpose here is to construct problems typical of those arising in geodetic adjustments. The mesh can be viewed as being composed of $q^{2}$ "junction boxes," connected to their neighbors by chains of length $l$, as shown in Fig. 3.2 where $q=3$ and $l=4$. There are two variables associated with each of the $5 q^{2}+2 q(q-1)$ $(3(l-1)+1)$ vertices in the mesh, $\eta$ observations associated with each pair of nodes joined by an edge (involving four variables), and $\eta$ observations associated with each



Finite element grid

Fig 3.1. A $3 \times 3$ finite element grid and its associated $16 \times 9$ least squares coefficient matrix arising in the natural factor formulation of the finite element method.


Fig. 3.2. Idealization of a $3 \times 3$ geodetic network having connecting survey chains of length 4 .
triangle in the mesh (involving six variables). Thus, the associated least squares problems have $n=10 q^{2}+4 q(q-1)(3(l-1)+1)$ variables, and $m=\eta\left(12 q^{2}+2 q(q-\right.$ $1)(11 l-1))$ observations. In typical real problems, $l$ is around 5 or 6 , so we set $l=5$ in our experiments, yielding $n=62 q^{2}-52 q$ and $m=\eta\left(120 q^{2}-108 q\right)$. In our experiments we set $\eta=2$, yielding $m / n \approx 4$ for large $q$.
3.3. Numerical experiments. Since one of our main objectives is to provide a means of solving very large problems on computers having limited main storage,
our first experiments involve solving a sequence of problems of increasing size, using a fixed amount of array storage. Of course, as the problems increase in size, the dissection process which provides the partitioning (Algorithm 2 in § 2) must be allowed to proceed further, creating more blocks. The results of these experiments are summarized in Table 3.1. All tests were made on an IBM 3033 at the Oak Ridge National Laboratory. The times reported are in seconds and the storage in words.

Table 3.1.
Summary of test results showing storage and excecution times for a sequence of problems, where the maximum total amount of fast storage is fixed at about 30,000 words.

1. Geodetic network problems

| Unknowns <br> $n$ | Equations <br> $m$ | Junction <br> boxes <br> $q$ | Block <br> size <br> limit <br> $\mu$ | Number <br> blocks <br> $p$ | Maximum <br> storage <br> used | Factor <br> and solve <br> time in <br> seconds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 402 | 1,512 | 3 | 500 | 1 | 7,430 | 1.69 |
| 1,290 | 4,920 | 5 | 1,500 | 1 | 25,367 | Total <br> elapsed <br> time in <br> seconds |
| 2,674 | 10,248 | 7 | 1,500 | 3 | 32,070 | 22.7 |
| 4,554 | 17,469 | 9 | 1,500 | 7 | 30,141 | 46.18 |

2. Finite element grid problems

| Unknowns <br> $n$ | Equations <br> $m$ | Nodes <br> $q$ | Block <br> size <br> limit <br> $\mu$ | Number <br> blocks <br> $p$ | Maximum <br> storage <br> used | Factor <br> and solve <br> time in <br> seconds | Total <br> elapsed <br> time in <br> seconds |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| 400 | 1,444 | 20 | 500 | 1 | 10,029 | 3.10 | 5.97 |
| 1,225 | 4,624 | 35 | 1,000 | 3 | 30,547 | 20.78 | 32.23 |
| 2,500 | 9,604 | 50 | 1,000 | 7 | 28,462 | 72.98 | 96.10 |
| 4,225 | 16,384 | 65 | 500 | 23 | 28,987 | 142.81 | 208.20 |

The factor and solve time includes the orthogonal decomposition time in applying Algorithm 1, together with the final back substitution time in computing the least squares solution. The total elapsed time also includes I/O processing and represents the total amount of IBM 3033 time in solving the problem.

The maximum storage used includes all array storage, storage for permutations, bookkeeping, etc., in words on the IBM 3033.

Our second set of experiments was designed to demonstrate the influence of the block size limit $\mu$ on execution times and total storage requirements. We solved one moderately large-scale problem from each of the two classes a number of times, with different values of $\mu$, leading to different values for the resulting number of blocks $p$. The results of these experiments are summarized in Table 3.2.
3.4. Observations. 1. In Table 3.1, the factor and solve times, as well as the total elapsed times, increase in a roughly linear fashion as the problem sizes go up under the constraint of fixed maximum amount of in-core storage.
2. For the two problems represented in Table 3.2, the factor and solve times are relatively insensitive to the block size limit $\mu$. These times gradually increase for the geodetic network and oscillate for the finite element grid. Also, the maximum storage used drops considerably at first and then levels out as the block size limit decreases in each problem.

TAble 3.2
Summary of results for the solution of a single problem from each class, using different levels of blocking.

1. Geodetic network
$n=2,674$ unknowns, $m=10,248$ equations

| Block size limit $\mu$ | Number blocks p | Maximum storage used | Factor and solve time in seconds | Total elapsed time in seconds |
| :---: | :---: | :---: | :---: | :---: |
| 3,000 | 1 | 53,858 | 17.73 | 71.40 |
| 1,500 | 3 | 32,070 | 22.27 | 57.69 |
| 800 | 7 | 17,966 | 23.66 | 52.71 |
| 500 | 18 | 13,699 | 27.56 | 61.80 |
| 2. Finite element grid $n=2,500$ unknowns, $m=9,604$ equations |  |  |  |  |
| Block size limit $\mu$ | Number blocks p | Maximum storage used | Factor and solve time in seconds | Total elapsed time in seconds |
| 2,000 | 3 | 73,002 | 72.58 | 106.80 |
| 1,500 | 5 | 46,178 | 68.73 | 96.00 |
| 1,000 | 7 | 28,462 | 72.98 | 96.10 |
| 500 | 15 | 23,332 | 69.11 | 100.80 |

3. The fact that finite element problems generally result in a less sparse observation matrix than geodetic network problems has the obvious result. In each of our tables the storage and execution times are larger for the finite element problems.
4. One possible disadvantage of the use of our automatic blocking program (Algorithm 2) is that the entire structure of $\boldsymbol{A}^{T} \boldsymbol{A}$ must be initially stored in-core in order to apply the nested dissection scheme. However, in practice this would not often be a serious limitation since some preliminary blocking is usually provided for the larger problems as as a by-product of the modelling procedure (finite element analysis) or data acquisition (geodesy).
5. In each of our problems the time required for the automatic blocking provided by Algorithm 2 turns out to be small in comparison to the total elapsed time. These automatic blocking times are not reported separately in Tables 3.1 and 3.2; however, Algorithm 2 requires only .78 seconds out of a total elapsed time of 208.20 seconds for our largest problem.
6. Our scheme is storage effective. In each test problem the maximum storage used is a modest multiple of the number of variables $n$. In summary, our numerical experiments demonstrate that the approach taken in this paper can be used to solve large-scale least squares problems using a relatively small amount of in-core storage.
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#### Abstract

The subject of this paper is the application of the multi-grid method to the solution of $$
-\nabla \cdot(D(x, y) \nabla U(x, y))+\sigma(x, y) U(x, y)=f(x, y)
$$ in a bounded region $\Omega$ of $R^{2}$ where $D$ is positive and $D, \sigma$, and $f$ are allowed to be discontinuous across internal boundaries $\Gamma$ of $\Omega$. The emphasis is on discontinuities of orders of magnitude in $D$, when special techniques must be applied to restore the multi-grid method to good efficiency. These techniques are based on the continuity of $D \nabla U$ across $\Gamma$. Two basic methods are derived, one in which the approximating finite difference operators on coarser grids are five point operators (assuming the finite difference operator on the finest grid is a five point one) and one in which they are nine point operators.
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1. Introduction. The subject of this paper is the application of the multi-grid method to the solution of

$$
\begin{gather*}
-\nabla \cdot(D(x, y) \nabla U(x, y))+\sigma(x, y) U(x, y)=f(x, y), \quad(x, y) \in \Omega,  \tag{1.1a}\\
\nu(x, y) \cdot D(x, y) \nabla U(x, y)+\gamma(x, y) U(x, y)=0, \quad(x, y) \in \partial \Omega,
\end{gather*}
$$

where $\Omega$ is a bounded region in $R^{2}$ with boundary $\partial \Omega, \nu$ is the outward normal to $\partial \Omega, D$ is positive, $\sigma$ and $\gamma$ are nonnegative, and $D, \sigma$, and $f$ are allowed to be discontinuous across internal boundaries $\Gamma$ of $\Omega$. We make the natural assumption that
(1.1b) $U$ and $\mu \cdot(D \nabla U)$ are continuous at $(x, y)$ for almost every $(x, y) \in \Gamma$,
where for each $(x, y) \in \Gamma, \mu(x, y)$ is a fixed normal vector to $\Gamma$. (The "almost every" is necessary to exclude juncture points of $\Gamma$, points where two pieces of $\Gamma$ intersect and where the continuity of $\mu \cdot(D \nabla U)$ does not make sense.)

The emphasis in this paper is on strong discontinuities in $D$. Indeed, when $D$ has jumps of a factor of up to an order of magnitude across $\Gamma$, the multi-grid method as described in [2] works quite well, but when $D$ has jumps of orders of magnitude across $\Gamma$, the method of [2] exhibits poor convergence. The primary reason for this failure is as follows. If $D$ jumps by orders of magnitude across $\Gamma$, then so also must $\nabla U$ in order that (1.1b) be satisfied. Because $D \nabla U$ is the entity that is continuous, it is the error in $D \nabla U$, not the error in $\nabla U$, that is smoothed by relaxation sweeps. In contrast, the method of [2] was really based on the continuity of $\nabla U$ and on the smoothing by relaxation sweeps of the error in $\nabla U$. Thus, [2] recommended bilinear interpolation of $U$, which approximates the continuity of $\nabla U$ across $\Gamma$. If $D$ jumps by orders of magnitude, then a more appropriate interpolation is one which approximates the continuity of $D \nabla U$ across $\Gamma$. (Actually the situation is more complicated than described above. We have found that if $\Gamma$ consists of many line segments, then even when $D$ jumps by only an order of magnitude across $\Gamma$, the method of [2] can perform badly. In this situation the number of discontinuites in $D$ apparently plays a role.)

[^53]Grid to grid interpolation is not the only problem. One must also guarantee that for a given grid, the difference equations on the next coarser grid approximate those on the given grid; the design of such difference equations is again based on the continuity of $D \nabla U$, not on that of $\nabla U$, as in [2]. This paper discusses two such designs: one which gives rise to five point difference operators on all grids and one which gives rise to nine point operators on all but the finest grid (assuming, of course, that the finest grid difference operator is a five point one).

The above issues are discussed in more detail in the remainder of this paper. But the main finding of this paper is that the multi-grid method for (1.1) can be made to work with its usual good efficiency.

The application in which we were most interested was the neutron diffusion equation, in which $D, \sigma$, and $F$ are piecewise constant in (1.1); indeed all of the numerical examples in $\S 9$ are for this case. However, neither the algorithm nor its efficiency depends on the assumption of piecewise constancy; hence, the paper is posed in terms of (1.1).

The neutron diffusion equation is, of course, of great interest by itself. The application that initially motivated us, however, was the multi-group neutron transport equation (the linear Boltzmann equation in which the energy variation is approximated by coupled transport equations). There is a technique called diffusion synthetic acceleration [1], for accelerating the solution of the multi-group neutron transport equation by solving auxiliary multi-group neutron diffusion equations. This technique requires storage of data for many groups for the transport equation and for its approximating auxiliary diffusion equation. The current code, TTDAMG, which implements this technique has the constraint that the storage for each group not exceed the storage available in the small core memory of a CDC 7600. This constraint puts a premium on storage and dictates some of the decisions we had to make; we indicate, however, when this is the case.

For both TTDAMG and the neutron diffusion equation per se, a large percentage of problems encountered in practice are eigenvalue problems. We, however, defer discussion of eigenvalue problems to a future communication.

An outline of the remainder of this paper is as follows. In § 2 we discuss the difference scheme. In § 3 we review the multi-grid method. In § 4 we discuss the choice of a relaxation scheme. In $\S 5$ we discuss how the difference operators on coarse grids should be defined. In § 6 we give some details of implementation. In § 7 we study a special problem of discretization near a juncture point. In § 8 we discuss some pathological difference equations for which the techniques in this paper are likely to fail. Finally, in § 9 we present some numerical examples.
2. The difference scheme. For simplicity we assume from now on that $\Omega$ is a rectangle $(0, X) \times(0, Y)$; neither the algorithm nor its efficiency depends on this assumption. As usual we set up a finite difference grid

$$
\begin{equation*}
\left\{0=x_{0}<x_{1}<\cdots<x_{n}=X\right\} \times\left\{0=y_{0}<y_{1}<\cdots<y_{m}=Y\right\} . \tag{2.1}
\end{equation*}
$$

Define $h_{i}=x_{i+1}-x_{i}, k_{j}=y_{j+1}-y_{j}$. Given such a grid it is natural to assume that
(2.2) the internal interfaces $\Gamma$ are composed of horizontal and vertical line segments.

We also assume that
$\Gamma$ lies on grid lines.
The difference scheme can now be derived as in [11, pp. 184-190] or [12, pp. 31-38].

We do not want to repeat that derivation here, but we want to comment on how (1.1b) is incorporated into the difference scheme. In the derivation, for each interior ( $x_{i}, y_{j}$ ), one integrates (1.1a) over the four rectangles with common vertex $\left(x_{i}, y_{j}\right)$ whose union is the rectangle $R_{i, j}$ with vertices

$$
\begin{array}{ll}
\left(x_{i}-\frac{h_{i-1}}{2}, y_{j}-\frac{k_{j-1}}{2}\right), & \left(x_{i}+\frac{h_{i}}{2}, y_{j}-\frac{k_{j-1}}{2}\right), \\
\left(x_{i}-\frac{h_{i-1}}{2}, y_{j}+\frac{k_{j}}{2}\right), & \left(x_{i}+\frac{h_{i}}{2}, y_{j}+\frac{k_{j}}{2}\right) .
\end{array}
$$

One uses Green's theorem to convert the appropriate volume integrals to line integrals. When one sums these four quantities, the interior line integrals cancel ecause of (1.1b) and one is left with line integrals over the boundary of $R_{i, j}$. For $\left(x_{i}, y_{j}\right) \in \partial \Omega$ one integrates only over rectangles in the interior of $\Omega$. The following difference scheme results when the line integrals are approximated:
$-A_{i, j+1 / 2}\left(U_{i, j+1}-U_{i, j}\right)-A_{i, j-1 / 2}\left(U_{i, j-1}-U_{i, j}\right)-B_{i+1 / 2, j}\left(U_{i+1, j}-U_{i, j}\right)$

$$
\begin{equation*}
-B_{i-1 / 2, j}\left(U_{i-1, j}-U_{i, j}\right)+C_{i, j} U_{i, j}=F_{i, j}, \quad 0 \leqq i \leqq n, \quad 0 \leqq j \leqq m, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{i, j+1 / 2}=\frac{1}{2}\left(D_{i+1 / 2, j+1 / 2}+D_{i-1 / 2, j+1 / 2}\right)\left(\frac{h_{i-1}+h_{i}}{2 k_{j}}\right), \\
s B_{i+1 / 2, j}=\frac{1}{2}\left(D_{i+1 / 2, j+1 / 2}+D_{i+1 / 2, j-1 / 2}\right)\left(\frac{k_{j-1}+k_{j}}{2 h_{i}}\right) ; \\
F_{i, j}=\frac{1}{4}\left(h_{i-1} k_{j-1} f_{i-1 / 2, j-1 / 2}+h_{i-1} k_{j} f_{i-1 / 2, j+1 / 2}+h_{i} k_{j} f_{i+1 / 2, j+1 / 2}+h_{i} k_{j-1} f_{i+1 / 2, j-1 / 2}\right), \tag{2.5}
\end{gather*}
$$

$C_{i, j}=\frac{1}{4}\left(h_{i-1} k_{j-1} \sigma_{i-1 / 2, j-1 / 2}+h_{i-1} k_{j} \sigma_{i-1 / 2, j+1 / 2}+h_{i} k_{j} \sigma_{i+1 / 2, j+1 / 2}+h_{i} k_{j-1} \sigma_{i+1 / 2, j-1 / 2}\right)$

$$
+ \begin{cases}0 & \text { if } 0<i<n, \quad 0<j<m \\ \frac{k_{j-1}+k_{j}}{2} \gamma_{i, j} & \text { if } i=0 \text { or } n, \\ \frac{h_{i-1}+h_{i}}{2} \gamma_{i, j} & \text { if } j=0 \text { or } m,\end{cases}
$$

where

$$
D_{i+1 / 2, j+1 / 2}=D\left(x_{i}+\frac{h_{i}}{2}, y_{j}+\frac{k_{j}}{2}\right)
$$

etc. In (2.5) we employ the conventions that $h_{l}$ is zero if $l<0$ or $l \geqq n$, that $k_{l}$ is zero if $l<0$ or $l \geqq m$, and that $g(x, y)$ is zero if $(x, y) \notin \Omega, g=D, F$ or $\sigma$; these conventions permit (2.5) to make sense even for $\left(x_{i}, y_{j}\right) \in \partial \Omega$.

We remark that assumptions (2.2) and (2.3) are not really essential but that if they are not made, one must resort to a homogenization procedure to define the $D_{i+1 / 2, j+1 / 2}$ 's in the above derivation. In this case smearing of the interfaces occurs; we prefer not to deal with this issue in this paper.
3. A summary of the multi-grid method. In order to describe the special features of the multi-grid method for (1.1), we need to develop some notation and describe the basic philosophy behind the multi-grid method. Hence, suppose that the grid in (2.1) is denoted by $G^{M}$ with mesh size $h_{M}$ and that there is a sequence of grids $G^{1}, \cdots, G^{M}$ with corresponding mesh sizes $h_{1}>\cdots>h_{M}$. For simplicity we assume that these grids are uniform square grids. This assumption implies no loss in generality since we may rewrite (2.4) on a grid with uniform $h=k$ by redefining the coefficients in (2.5). We further assume that $h_{k+1} / h_{k}=\frac{1}{2}$ since this ratio of mesh sizes is the most efficient [2].

Now we write (2.4) as

$$
\begin{equation*}
L^{M} U^{M}=F^{M} \tag{3.1}
\end{equation*}
$$

Let us denote an approximate solution of (3.1) by $u^{M}$ and measure how good an approximation it is by examining the size of the residual $r^{M}=F^{M}-L^{M} u^{M}$. With usual iteration procedures such as SOR, for example, the first few iterations usually seem to have fast convergence, with residuals rapidly decreasing from one iteration to the next, but then the convergence rate levels off to an asymptotic value and can become very slow. A closer examination in the spirit of [2] shows that convergence is fast as long as the error $V^{M}=U^{M}-u^{M}$ has strong fluctuations on the scale of the grid $G^{M}$. When the convergence rate slows down, the error nearly solves the homogeneous equations, and $\left|r^{M}\right|$ is small compared to $\left|L^{M}\right|\left|V^{M}\right|$, where $\left|L^{M}\right|$ is, for example, the maximal coefficient of $L^{M}$. Hence, when convergence slows down, the error $V^{M}$ can be approximated on the coarser grid $G^{M-1}$. One does this by approximately solving the coarse-grid equation

$$
\begin{equation*}
L^{M-1} v^{M-1}=f^{M-1} \equiv I_{M}^{M-1}\left(F^{M}-L^{M} v^{M}\right) \tag{3.2}
\end{equation*}
$$

where $v^{M-1}$ is to be the coarse-grid approximation to $V^{M}, v^{M}=u^{M}$ is the last iterate on grid $G^{M}$, and where $I_{M}^{M^{-1}}$ denotes an interpolation operator from $G^{M}$ to $G^{M-1}$. When this problem is sufficiently solved, one performs $v^{M} \leftarrow v^{M}+I_{M-1}^{M} v^{M-1}$, where $I_{M-1}^{M}$ denotes an interpolation operator from $G^{M-1}$ to $G^{M}$, and one expects that the $v^{M}$ thus obtained is a better approximation to $U^{M}$ than the old $v^{M}$. The process is now recursive, of course, since (3.2) is itself solved by relaxation and if convergence slows down for (3.2), one transfers to grid $G^{M-2}$, etc. On grid $G^{1}$, of course, one either solves the $G^{1}$ problem directly or iterates until the $G^{1}$ problem is sufficiently converged.

There are a number of details that need to be specified in the above description. For example, the operator $L^{k}$ has so far been defined only for $k=M$, in which case it is given by (2.4); the interpolation operators $I_{k}^{p}$ have not yet been defined; and a suitable relaxation scheme has not been selected. These issues are discussed in the following sections. To some extent they are unfortunately intertwined; for example, some remarks in $\S 4$, on relaxation schemes, assume certain characteristics about communication between grids, that is, about $L^{k}$ and $I_{k}^{p}$; these assumptions become clear, we hope, in § 5.
4. Choice of a relaxation scheme. In [2], [3], and [7] heavy use was made of Fourier analysis in analyzing relaxation schemes. For (2.4), Fourier analysis is not really valid because of the huge jumps in $D$. A review of some of the conclusions in [2] will be helpful, however. In [2] the equation

$$
\begin{equation*}
L U(x, y)=a \frac{\partial^{2} U(x, y)}{\partial x^{2}}+c \frac{\partial^{2} U(x, y)}{\partial y^{2}}=F(x, y) \tag{4.1}
\end{equation*}
$$

is studied. The finite difference form of (4.1) on grid $G^{k}$ is

$$
\begin{equation*}
L^{k} U_{\alpha, \beta}^{k}=a \frac{U_{\alpha+1, \beta}^{k}-2 U_{\alpha, \beta}^{k}+U_{\alpha-1, \beta}^{k}}{h_{k}^{2}}+c \frac{U_{\alpha, \beta+1}^{k}-2 U_{\alpha, \beta}^{k}+U_{\alpha, \beta-1}^{k}}{h_{k}^{2}}=F_{\alpha, \beta}^{k} \tag{4.2}
\end{equation*}
$$

where $U_{\alpha, \beta}^{k}=U^{k}\left(\alpha h_{k}, \beta h_{k}\right), F_{\alpha, \beta}^{k}=F^{k}\left(\alpha h_{k}, \beta h_{k}\right), \alpha, \beta$ integers.
Point Gauss-Seidel relaxation consists of scanning the points $(\alpha, \beta)$ in some order, for example, lexicographic order, and replacing $u_{\alpha, \beta}$ by $\bar{u}_{\alpha, \beta}$ such that (4.2) is satisfied; thus, point Gauss-Seidel is

$$
a \frac{u_{\alpha+1, \beta}-2 \bar{u}_{\alpha, \beta}+\bar{u}_{\alpha-1, \beta}}{h_{k}^{2}}+c \frac{u_{\alpha, \beta+1}-2 \bar{u}_{\alpha, \beta}+\bar{u}_{\alpha, \beta-1}}{h_{k}^{2}}=F_{\alpha, \beta}^{k} .
$$

Let $v=U^{k}-u$ and $\bar{v}=U^{k}-\bar{u}$. To study the $\theta=\left(\theta_{1}, \theta_{2}\right)$ Fourier component of the error functions $v$ and $\bar{v}$ before and after the relaxation sweep, put $v_{\alpha, \beta}=A_{\theta} e^{i\left(\theta_{1} \alpha+\theta_{2} \beta\right)}$ and $\bar{v}_{\alpha, \beta}=\bar{A}_{\theta} e^{i\left(\theta_{1} \alpha+\theta_{2} \beta\right)}$. Then

$$
a\left(v_{\alpha+1, \beta}-2 \bar{v}_{\alpha, \beta}+\bar{v}_{\alpha-1, \beta}\right)+c\left(v_{\alpha, \beta+1}-2 \bar{v}_{\alpha, \beta}-\bar{v}_{\alpha, \beta-1}\right)=0,
$$

so that

$$
\left(a e^{i \theta_{1}}+c e^{i \theta_{2}}\right) A_{\theta}+\left(a e^{-i \theta_{1}}+c e^{-i \theta_{2}}-2 a-2 c\right) \bar{A}_{\theta}=0 .
$$

Hence, the convergence factor of the $\theta$ component is

$$
\begin{equation*}
\mu(\theta)=\left|\frac{\bar{A}_{\theta}}{A_{\theta}}\right|=\left|\frac{a e^{i \theta_{1}}+c e^{i \theta_{2}}}{2 a+2 c-a e^{-i \theta_{1}}-c e^{-i \theta}}\right| . \tag{4.3}
\end{equation*}
$$

Define $|\theta|=\max \left(\left|\theta_{1}\right|,\left|\theta_{2}\right|\right)$. The quantity of interest in the multi-grid method is the smoothing factor

$$
\bar{\mu}=\max _{\pi / 2 \leqq|\theta| \leqq \pi} \mu(\theta),
$$

since $\pi / 2 \leqq|\theta| \leqq \pi$ is the range of high frequency components on the grid, that is, the range of components that cannot be approximated on the next coarser grid. For the case $a=c, \bar{\mu}=\mu\left(\pi / 2, \arccos \frac{4}{5}\right)=0.5$. For the degenerate case $a \ll c$,

$$
\mu\left(\frac{\pi}{2}, 0\right)=\left(\frac{a^{2}+c^{2}}{a^{2}+(c+2 a)}\right)^{1 / 2}
$$

which approaches 1 as $a \rightarrow 0$. Hence, for this case, point Gauss-Seidel is not a good relaxation scheme; however, line Gauss-Seidel by lines in $y$ is a good scheme since then

$$
\mu(\theta)=\frac{a}{\left|2\left(a+c-c \cos \theta_{2}\right)-a e^{-i \theta_{1}}\right|}
$$

and

$$
\bar{\mu}=\max \left(5^{-1 / 2}, \frac{a}{a+2 c}\right) .
$$

In the degenerate case $c \ll a$, line Gauss-Seidel by lines in $x$ is a good relaxation scheme.
Another way of looking at the case, $a<c c$, is as follows. The points in a given $y$-line are tightly coupled together, but there is weak coupling between two adjacent $y$-lines. Line Gauss-Seidel by lines in $y$ relaxes the $y$-lines simultaneously and essentially reduces to point relaxation in $x$ of blocks of points (the $y$-lines) for which the smoothing factor is good.

Let us now examine a model problem for (2.4), namely a problem with large constant $D=D_{1}$ in a central rectangle surrounded by a rectangle with small constant $D=D_{2}, D_{1} \gg D_{2}$. Clearly point Gauss-Seidel is an acceptable scheme in each of the two regions. The problem is that the points in the $D_{1}$ region are strongly coupled compared with their coupling to the $D_{2}$ region. Hence, in analogy with the $a \ll c$ case of (1.2) above, the whole block of $D_{1}$ points should be relaxed simultaneously. Fortunately, such a drastic measure is not necessary since the $D_{1}$ region and its coupling to the $D_{2}$ region can be resolved on coarser grids. Hence, it is only on the coarsest grid of all that the strongly coupled block of points, descendents of the $D_{1}$ block on the finest grid, needs to be relaxed simultaneously; alternatively, of course, the coarse grid problem can be solved directly. On the other grids point Gauss-Seidel is sufficient. This conclusion has been verified experimentally.

One would like to conclude that for grids with uniform $h=k$, point Gauss-Seidel is always good enough for (2.4). Such is, unfortunately, not the case. Consider a problem in which there are boxes with large $D$ along one of the diagonals of $(0, X) \times(0, Y)$ and in which $D$ is small elsewhere. On coarser grids such a pattern can give rise to a set of strongly coupled points which are coupled together like a one-dimensioal "tail". Depending on how the coarse-grid difference equations are derived, this "tail" may not be represented on the next coarser grid. In such a case it is necessary to use block relaxation in which the "tail" is the block of points relaxed simultaneously. Such a relaxation scheme is not difficult in principle since, just as with line relaxation, only a tridiagonal system needs to be solved for each such block of points. (In case of strongly coupled sets that include two-dimensional "heads" together with one-dimensional "tails" only the "tails" need to be simultaneously relaxed.) It is also not difficult in principle to devise an algorithm to detect the one-dimensional sets of points that are strongly coupled together. We shall refer to the detection and block relaxation of one-dimensional "tails" as SCOD (strongly coupled one-dimensional) block relaxation; SCOD extends point and line Gauss-Seidel to more general situations. We have not implemented SCOD in TTDAMG since the appearance of one-dimensional "tails" in that framework is rare. An additional comment is that identification and relaxation of one-dimensional "tails" does not appear to be very amenable to implementation on a vector machine; perhaps a more attractive possibility for vector machines is local relaxation, in which the convergence is pointwise monitored and only those points (and their neighbors) which have not converged by some criterion are relaxed.

There is a final problem which falls under the heading of choice of a relaxation scheme, and this is concerned with the choice of a relaxation scheme for the coarsest grid. In neutron diffusion problems, it is quite common for $\sigma$ in (1.1) to be very small in comparison with $D$. In the initial development of our codes such a problem exhibited the behavior of excruciatingly slow convergence on the coarsest grid. To see why this happens, assume for the moment that $\sigma$ is constant. Then in (4.3) for the coarsest grid, we have

$$
\mu(0,0)=\frac{2}{2+\sigma h_{1}^{2}} .
$$

Thus if $\sigma h_{1}^{2}$ is small, convergence will be slow for the coarsest grid. Actually, this use of local mode analysis is strictly valid only for boundary conditions which are not affected by adding a constant to the solution, since for a low frequency mode like $(0,0)$, the effects of boundary conditions cannot be ignored. Indeed, for Dirichlet boundary conditions we have never observed this phenomenon of excruciatingly slow convergence; this is because Dirichlet boundary conditions tie down the constant part of
the solution on the coarsest grid. This is not true or the boundary condition in (1.1), however. For example, if $\gamma \equiv 0$, then the addition of a constant will not affect the boundary condition, leaving the difference equation alone to determine the constant part of the solution.

There are two solutions to the above problem. One is to use a direct solution on the coarsest grid. The other, which proved quite useful in another context [4], is as follows. Consider first the case $\gamma \equiv 0$. After each iteration on the coarsst grid, compute a constant $c$ such that $L^{1}\left(u^{1}+c\right)=f^{1}$ on the average. That is,

$$
c=\frac{\sum\left(f_{i, j}^{1}-\left(L^{1} u^{1}\right)_{i, j}\right)}{\sum C_{i, j}^{1}} .
$$

Then replace $u_{i, j}^{1}$ by $u_{i, j}^{1}+c$.
The above procedure of constant addition worked quite well in the early development stages of our codes. However, we soon found examples for which it did not work well. These examples are characterized by orders of magnitude jumps in $D$ across interfaces, and the problem in these examples is related to one discussed above-at least one subset of coarse grid points has points strongly coupled to themselves and weakly coupled to the remaining grid points, so that the constant addition procedure is not effective. A cure is to identify such subsets and compute a separate constant or each; his is really a type of block relaxation for each subset, and the necessity for doing it for each subset was realized by de la Vallée Poussin (the grandson, not the patriarch) [10] in his quite similar procedure. If the blocks are too large, however, the constant additions will not be enough, and still coarser grids will be needed for fast convergence.

One might think that if the coarsest grid were as coarse as possible (four grid points), then all the grid points would be coupled with equal strength. Such is not the case. It is easy to give an example in which the coarsest grid has four points, three of which are strongly coupled and weakly coupled to the remaining grid point. Thus whether one is using the constant addition algorithm or solving directly for blocks of strongly coupled points, it is necessary to identify subsets of strongly coupled points on the coarsest grid. Rather than implementing an algorithm to identify subsets of strongly coupled points, we resort to direct solution on the coarsest grid; this places a constraint that the coarsst grid be coarse enough that direct solution is inexpensive in both storage and time, but we think that this constraint is not too severe.

In the current version of TTDAMG, the mesh in (2.1) is allowed. For the neutron diffusion equation in one space dimension one can derive [12, p. 72] the criterion for good truncation error that $\sqrt{\sigma / D} h<1$; this criterion has been shown numerically to be valid also in two space dimensions. The mesh allowed in (2.1) provide at least some flexibility in adapting the mesh to a given pattern of piecewise constant $D$ 's, and $\sigma$ 's; typically this results in regions where $h_{i} \ll k_{j}$ or where $h_{i} \gg k_{j}$. Thus line relaxation is necessary and is, in fact, the basic relaxation scheme for that code. Sometimes it happens that $h_{i} \gg k_{j}$ in some region and $h_{i} \ll k_{j}$ in another region. This situation requires alternating line relaxation, and there is an option in our codes to use this instead of line relaxation by lines in $x$ or lines in $y$ alone. One could avoid the above situation and use only uniform grids by using local noncoextensive grids [2]; we have implemented this in certain simple situations, but our implementation is as yet incomplete.
5. Communication between grids. The problem remains of choosing interpolation operators $I_{k-1}^{k}$, residual weighting operators $I_{k}^{k-1}$, and difference operators $L^{k}$, $k<M$. In the early development of our codes we used bilinear interpolation for $I_{k-1}^{k}$, and we used $I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{*}$, theadjoint operator, for residual weighting. For $L^{k-1}$,
$k \leqq M$, we used a fixed weighting of the coefficients of $L^{k}$ compatible with the weighting $I_{k}^{k-1}$, as suggested in [2]. With this approach, problems with orders of magnitude jumps in $D$ (or problems in which $\Gamma$ consisted of many line segments) exhibited unacceptably slow convergence rates, even slower than straight SOR. For these problems in general, an examination of the $l^{2}$-norm of the residuals seemed to indicate that communication between grids was good but that for some reason the smoothing rate was bad; in particular, there seemed to be no reason to suspect th interpolation procedure to be at fault. At this point another approach to generating $L^{k-1}$ from $L^{k}$ yielded some insight. In the neutron diffusion equation, $D=1 /\left(3 \Sigma_{T}\right)$, where $\Sigma_{T}$ is the total cross section. Hence, a reasonable approach would seem to be to generate $\Sigma_{T}^{k-1}$ from $\Sigma_{T}^{k}$ by using a fixed weighting and to define $D^{k-1}=1 /\left(3 \Sigma_{T}^{k-1}\right)$. When this was done, one observed in general huge jumps in the $l^{2}$-norms of the residuals after interpolation. This observation led to the suspicion that the wrong interpolation procedure was at the root of the problem even though it did not seem to manifest itself with the first way of definig $L^{k-1}$.

Indeed bilinear interpolation approximates the continuity of $U_{x}$ and $U_{y}$, whereas, when $D$ has jumps of orders of magnitude, (1.1b) makes it more natural to approximate the continuity in $x$ of $D U_{x}$ and the continuity in $y$ of $D U_{y}$, at least at nonjuncture points of $\Gamma$. We describe this new interpolation operator, $J_{k-1}^{k}$, below. First, however, we present an alternate method of viewing the problem of communication between grids.

This alternate method is motivated by the straightforward application of the multi-grid method to the finite element method. Nicolaides [9] observed in this situation that it is automatically the case that

$$
\begin{equation*}
I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{*} \tag{5.1}
\end{equation*}
$$

and that

$$
\begin{equation*}
L^{k-1}=I_{k}^{k-1} L^{k} I_{k-1}^{k} \tag{5.2}
\end{equation*}
$$

where

$$
\begin{gather*}
\left(I_{k}^{k-1} W^{k}\right)_{i}=\left(\left(I_{k-1}^{k}\right)^{*}\right) W_{i}^{k}=\frac{\left(I_{k-1}^{k} e_{i}^{k}, W^{k}\right)}{\left(e_{i}^{k-1}, 1\right)}=\sum_{j} E_{i, j} W_{j}^{k} \\
E_{i, j}=\frac{\left(I_{k-1}^{k} e_{i}^{k-1}, e_{j}^{k}\right)}{\left(e_{i}^{k-1}, 1\right)} \tag{5.3}
\end{gather*}
$$

(Here $i$ is the index of a point in the $(k-1)$ st grid, $e_{i}^{k}$ is the function on the $k$ th grid which vanishes at all grid points except the $i$ th point, where its value is 1 , and 1 in the denominator of (5.3) is the function which has values 1 at each point of the $(k-1)$ st grid. This denominator does not appear in [9], since the equations there are not written in the differential scale. See also the generalization in [3].)

We shall refer to (5.1) and (5.2) as the automatic prescriptions for residual weighting and for definition of $L^{k}, k<M$, respectively. The automatic prescriptions have many desirable features, as we discuss below. These features, however, are a result of the choice of $I_{k-1}^{k}$, not of the mechanics per se of performing (5.1) and (5.2). Indeed, if $I_{k-1}^{k}$ is taken to be bilinear interpolation, the automatic prescriptions result in an algorithm whose performance for problems with orders of magnitude jumps in $D$ is no better than the first algorithm described above. Hence, we turn now to the description of the new interpolation operator, $J_{k-1}^{k} . J_{k-1}^{k}$ may be described in terms of Figs. 1 and 2, which show a portion of grids $k-1$ and $k$ respectively. Let $v^{k}=J_{k-1}^{k} u^{k-1}$. For coarse-grid points imbedded in the fine grid, the scheme is obvious, i.e., $v_{I F, J F}^{k}=u_{I C, J C}^{k}$, etc. Along horizontal lines embedded in the coarse grid, the continuity of $D U_{x}$ may be
approximated by $B_{I F+2, J F}^{k}\left(v_{I F+2, J F}^{k}-v_{I F+1, J F}^{k}\right)=B_{I F+1, J F}^{k}\left(v_{I F+1}^{k}-v_{I F, J F}^{k}\right)$; i.e.,

$$
\begin{equation*}
v_{I F+1, J F}^{k}=\frac{B_{I F+1, J F}^{k} u_{I C, I C}^{k-1}+B_{I F+2, J F}^{k} u_{I C+1, J C}^{k-1}}{B_{I F+1, J F}^{k}+B_{I F+2, I F}^{k}} . \tag{5.4}
\end{equation*}
$$

(Note that we have used the indices for the $B$ 's that are used in our codes, instead of the notation used in (2.4).)


FIG. 1. Coefficients for grid $G^{k-1}$.


Fig. 2. Coefficients for grid $G^{k}$.

Similar formulae may be used for vertical lines embedded in the coarse grid. Then, at fine grid points centered in coarse grid squares, $v_{I F+1, J F+1}^{k}$ may be obtained by

$$
v_{I F+1, J F+1}^{k}=\frac{\left(B_{I F+1, J F+1}^{k} v_{I F, J F+1}^{k}+B_{I F+2, J F+1}^{k} v_{I F+2, J F+1}^{k}\right.}{\left.+A_{I F+1, J F+1}^{k} v_{I F+1, J F}^{k}+A_{I F+1, J F+2}^{k} v_{I F+1, J F+2}^{k}\right)} \text { (B} .
$$

Having defined an interpolation operator, we now consider the coarse grid difference operator $L^{k-1}$. Our first effort at a definition of $L^{k-1}$ was the following: if $\delta(a, b)=2 a b /(a+b)$, then

$$
\begin{align*}
B_{I C+1, J C}^{k-1}= & \frac{1}{2} \delta\left(B_{I F+1, J F}^{k}, B_{I F+2, J F}^{k}\right)  \tag{5.5a}\\
& +\frac{1}{4}\left(\delta\left(B_{I F+1, J F+1}^{k}, B_{I F+2, J F+1}^{k}\right)+\delta\left(B_{I F+1, J F-1}^{k}, B_{I F+2, J F-1}^{k}\right)\right)
\end{align*}
$$

and

$$
\begin{align*}
A_{I C, J C+1}^{k-1}= & \frac{1}{2} \delta\left(A_{I F, J F+1}^{k}, A_{I F, J F+2}^{k}\right) \\
& +\frac{1}{4}\left(\delta\left(A_{I F-1, J F+1}^{k}, A_{I F-1, J F+2}^{k}\right)+\delta\left(A_{I F+1, J F+1}^{k}, A_{I F+1, J F+2}^{k}\right)\right), \tag{5.5b}
\end{align*}
$$

etc.
One way of viewing these formulae is from the point of view of homogenization theory. It is interesting that in special cases, like a two-layer problem, the coefficients in (5.5) coincide with what one would get from homogenization theory [6]. For example, in the definition of the $B$ 's it is natural from the point of view of homogenization theory for the harmonic average to appear in the $x$-direction and an arithmetic average to appear in the $y$-direction.

The definition of $L^{k-1}$ in (5.5) works well in most situations. One case where it does not work well is in problems with four-corner junctures, that is, points at which a horizontal piece and a vertical piece of $\Gamma$ cross. In the special case of piecewise constant $D$, four different values of $D$ meet at such a point. (Given the example of the Four Corners Region in the American Southwest, it is tempting to call a four-corner juncture point a pollution point.) In § 7, these cases are analyzed in more detail; in this section we restrict ourselves to a single example to make plausible the replacement of (5.5) by

$$
\begin{align*}
B_{I C+1, J C}^{k-1}= & \frac{1}{2} \delta\left(B_{I F+1, J F}^{k}, B_{I F+2, J F}^{k}\right) \\
& +\frac{1}{4}\left(\delta\left(A_{I F, J F+1}^{k}, B_{I F+1, J F+1}^{k}, B_{I F+2, J F+1}^{k}, A_{I F+2, J F+1}^{k}\right)\right.  \tag{5.6a}\\
& \left.+\delta\left(A_{I F, J F}^{k}, B_{I F+1, J F-1}^{k}, B_{I F+2, J F-1}^{k}, A_{I F+2, J F}^{k}\right)\right)
\end{align*}
$$

and

$$
\begin{align*}
A_{I C, J C+1}^{k-1}= & \frac{1}{2} \delta\left(A_{I F, J F+1}^{k}, A_{I F, J F+2}^{k}\right) \\
& +\frac{1}{4}\left(\delta\left(B_{I F+1, J F}^{k}, A_{I F+1, J F+1}^{k}, A_{I F+1, J F+2}^{k}, B_{I F+1, J F+2}^{k}\right)\right.  \tag{5.6b}\\
& \left.+\delta\left(B_{I F, J F}^{k}, A_{I F-1, J F+1}^{k}, A_{I F-1, J F+2}^{k}, B_{I F, J F+2}^{k}\right)\right),
\end{align*}
$$

etc., where

$$
\delta(a, b, c, d)=\frac{1}{\frac{1}{4}\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}\right)} .
$$

These formulae are already plausible from electrical network arguments. For example, there are three paths from $(I F, J F+1)$ to $(I F+2, J F+1)$; one through $(I F+1, J F+1)$; one through $(I F, J F+2),(I F+1, J F+2)$, and $(I F+2, J F+2)$; and one through $(I F, J F),(I F+1, J F)$, and $(I F+2, J F)$. The diffusion coefficient for each path should be computed by harmonic averages since each path has elements connected in series; the diffusion coefficient of the three paths should be computed by an arithmetic average since the paths are connected in parallel. Other paths can be added to the scheme, but (5.6) seems good enough for the usual cases. At least in one important case (5.6) is better than (5.5); this is the case of two layers with coefficients $D_{1}$ and $D_{2}, D_{1} \gg D_{2}$, where their internal boundary $\Gamma$ coincides with a fine grid line which is not a coarse grid line. In such a case the difference equations obtained by (5.5) on the coarser grid would break up the strongly coupled region, creating a disconnected line of strongly coupled points (as also in Fig. 4 below) thus requring line (or more generally SCOD) relaxation. Such troubles are avoided by (5.6) (as in Fig. 5 below).

Consider now the problem with a grid point at a single four-corner juncture, the intersection of $x=X / 2$ with $y=Y / 2$. Assume that $D$ is piecewise constant with values $D N W, D N E, D S W$, and $D S E$ in the northwest, northeast, southwest, and southeast quadrants with respect to $(X / 2, Y / 2)$. Assume specifically that $D N W=D S E=1$ and that $D N E=D S W=\varepsilon \ll 1$ and assume a uniform mesh with mesh lines passing through $x=X / 2$ and $y=Y / 2$. Let $(X / 2, Y / 2)=\left(x_{k}, y_{l}\right)$ for some $k$ and $l$. Then in (2.4)

$$
\begin{equation*}
A_{k-1 / 2, l}=A_{k+1 / 2, l}=B_{k, l-1 / 2}=B_{k, l+1 / 2}=\frac{1}{2} . \tag{5.7}
\end{equation*}
$$

The first issue, then, is one of discretization of the finest grid itself since the discretization (5.7) is clearly incorrect for the juncture point ( $x_{k}, y_{l}$ ). It is incorrect since the northwest and southeast region should be insulated from each other-there should be only $O(\varepsilon)$ diffusion through their single point of contact $\left(x_{k}, y_{l}\right)$; however, with (5.7) holding, there quite clearly is strong diffusion from the northwest to the southeast region. (This is discussed further in § 7.) A better discretization would be to change (5.7) to

$$
\begin{equation*}
A_{k-1 / 2, l}=A_{k+1 / 2, l}=B_{k, l-1 / 2}=B_{k, l+1 / 2}=\varepsilon . \tag{5.8}
\end{equation*}
$$

In the discussion that follows we will assume (5.8). It is possible to deal with (5.7) with considerably more effort, but since it is a worse discretization, the effort is not worth the payoff.

There are two cases to consider for this example. The first is that the next coarser grid also has grid lines along the interfaces $x=X / 2$ and $y=Y / 2$. In this case with either (5.5) or (5.6), on the next coarser grid the northwest region stays insulated from the southeast region, and the connections between the northeast and southwest regions remain weak. The second case, in which the next coarser grid does not have grid lines along the interfaces $x=X / 2$ and $y=Y / 2$, is depicted in Fig. 3. The coarse grid is indicated with crosses, and points that are strongly coupled on the fine grid have heavy lines connecting them. When (5.5) is used to generate the coarse grid coefficients, the situation is as depicted in Fig. 4. Note that the region which should have only weak connections is broken up by two staircases of strongly connected points. This situation is bad for two reasons. First, the coarse grid does not provide a good approximation to the fine grid, and econd, one-dimensional "tails" of strongly coupled points, for which SCOD block relaxation is necessary (as warned in § 4), have arisen where they have no right to be. Figure 5 depicts what happens when (5.6) is used to generate the coarse grid coefficients; in this case the coarse grid is a good approximation to the fine grid, and the "tails" do not appear.


Fig. 3. Pattern of connections when (5.8) is used.


Fig. 4. Pattern of connections on next coarser grid when (5.5) is used.


Fig. 5. Pattern of connections on next coarser grid when (5.6) is used.

Another scheme, which retains most of the good features of (5.6) but which is cheaper computationally (and is therefore the scheme currently implemented in TTDAMG), is the following. (See Figs. 1 and 2.) Define

$$
\begin{gather*}
\left(\Sigma_{T}^{k-1}\right)_{I C, J C}=\frac{1}{4}\left(\Sigma_{T}^{k}\right)_{I F, J F+1}+\left(\Sigma_{T}^{k}\right)_{I F+1, J F+1}+\left(\Sigma_{T}^{k}\right)_{I F, J F}+\left(\Sigma_{T}^{k}\right)_{I F+1, J F}, \\
B_{I C+1, J C+1}^{k-1}=\frac{1}{2}\left(\left[\frac{1}{2}\left(3\left(\Sigma_{T}^{k}\right)_{I F, J F+1}+3\left(\Sigma_{T}^{k}\right)_{I F+1, J F+1}\right)\right]^{-1}\right. \\
\left.+\left[\frac{1}{2}\left(3\left(\Sigma_{T}^{k}\right)_{I F, J F+2}+3\left(\Sigma_{T}^{k}\right)_{I F+1, J F+2}\right)\right]^{-1}\right) ; \tag{5.9}
\end{gather*}
$$

$A_{I C+1, J C+1}^{k-1}$ is defined similarly. These formulae are for uniform spacing; for nonuniform spacing, they are modified by using area weighting. For the example shown in Figs. 4 and 5, this scheme gives the pattern in Fig. 5. Since the fine grid coefficients are defined by (2.5), one must still modify the fine grid coefficients by (5.8) for that problem.

The final scheme we consider for defining $L^{k-1}$ is the automatic one (5.2) but where $I_{k-1}^{k}$ is taken to be $J_{k-1}^{k}$ and $I_{k}^{k-1}$ is taken to be $\left(J_{k-1}^{k}\right)^{*}$, i.e.,

$$
\begin{equation*}
L^{k-1}=\left(J_{k-1}^{k}\right)^{*} L^{k} J_{k-1}^{k} . \tag{5.10}
\end{equation*}
$$

The motivation for (5.10) is quite natural, since given the interpolation $J_{k-1}^{k}, L^{k-1}$ is precisely the $G^{k-1}$ operator that results from solving the minimization of a discrete approximation to a Dirichlet integral for the correction problem on $G^{k-1}$. (This is discussed in [2, § A.5], but in that context the interpolation is the natural one for the finite element method.) We discuss the relative merits of (5.6), (5.9), and (5.10) in §§ 6 and 9; however, two obvious disadvantages of (5.10) are as follows. The first is that $L^{k-1}$ as defined by (5.10) is a nine point operator, while the other schemes discussed retain five point operators on the coarser grids. The second is that the implementation of (5.10) is nontrivial and in addition is very inefficient unless one can afford to store $J_{k-1}^{k}$.

If one is not using (5.10), then a related question concerns the automatic prescription of $J_{k}^{k-1}$ as $\left(J_{k-1}^{k}\right)^{*}$. There is a plausible argument for this choice. Note that the
interpolation operator has exactly the features that are desirable. For example, consider (5.4) and suppose that $B_{I F+1, J F}^{k} \gg B_{I F+2, J F}^{k}$; then $u_{I C, J C}^{k-1}$ is weighted much more strongly in the interpolation than $u_{I C+1, J C}^{k-1}$. This same behavior should be true for $J_{k}^{k-1}$; that is, if we have a source (i.e., residual-the source for the correction problem) more strongly connected to one coarse grid point than to another, then the flow from the source to that coarse grid point will be proportionately stronger; hence, it will act as a (proportionately) stronger source at that point than at the other. $\left(J_{k-1}^{k}\right)^{*}$ has exactly this property. If one is able to store $J_{k-1}^{k}$, then there is no reason not to take $J_{k}^{k-1}=\left(J_{k-1}^{k}\right)^{*}$. However, in TTDAMG we cannot afford to store $J_{k-1}^{k}$. Since $\left(J_{k-1}^{k}\right) *$ involves divides (as does, of course, $J_{k-1}^{k}$ ) and since on the CDC 7600, a divide takes as much time as four multiplies, the question arises of taking $J_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{*}$. We have tried both choices, and there is not a significant difference. For some problems $J_{k}^{k-1}=\left(J_{k-1}^{k}\right)^{*}$ is even slightly worse than $J_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{*}$ assuming equal work for both; when the work to do each is considered, $J_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{*}$ wins easily. Of course, when (5.10) is used, and $J_{k-1}^{k}$ is stored, then $J_{k}^{k-1}=\left(J_{k-1}^{k}\right)^{*}$ is the natural choice.

Given the lack of evidence for the indictment of bilinear interpolation in the first scenario described in this section, one naturally asks at this point if one can dispense with $J_{k-1}^{k}$ and use bilinear interpolation in conjunction with the $L^{k}$ 's, $k<M$ generated by (5.6). Certainly if $D$ jumps by orders of magnitude, then bilinear interpolation fails to be second order, as recommended in [2], but this failure is only at interfaces; hence, perhaps bilinear interpolation is good enough. It is not. Numerical experiments show it to be good enough when there are a small number of interfaces and when $D$ does not jump by orders of magnitude. When either of these conditions is violated, bilinear interpolation can lead to divergence in the fixed mode of multi-grid or to very slow convergence in the accommodative mode. (By fixed mode, we mean that a predetermined number of relaxation sweeps is taken on each grid in each cycle, a cycle consisting of proceeding from the finest grid to the coarsest grid and back to the finest grid. The accommodative mode is described in [2].) In both modes the $l^{2}$ norm of the residuals exhibits orders of magnitude jumps after interpolation, but the accommodative algorithm accommodates by relaxing until the high frequency errors from interpolation have been smoothed out.

Up to this point, we have tacitly assumed that the interfaces in $D$ were more important than the interfaces in $\sigma h^{2}$. This assumption is good if the criterion for good truncation error $\sqrt{\sigma / D} h<1$ of [12, p. 72] is satisfied. However, even if this criterion is satisfied on the finest grid, it need not be satisfied on the coarser grids, where $\sigma^{k}\left(h^{k}\right)^{2}$ can easily dominate the $A_{i, j}^{k}$ 's and $B_{i, j}^{k}$ 's. In such cases it is not surprising that a fixed weighting of the $C_{i, j}^{k}$ 's to obtain $C^{k-1}$ fails to work well. If one were using (5.10), then it would seem natural to define $C^{k-1}=\left(J_{k-1}^{k}\right)^{*} C^{k} J_{k-1}^{k}$; however, with $J_{k-1}^{k}$ based just on the diffusion coefficients $A^{k}$ and $B^{k}$, even this choice does not always lead to good convergence. It seems fairly clear that on coarser grids, it is important to incorporate $\sigma$ into the interpolation $J_{k-1}^{k}$. For example, consider the case that $\sigma h^{2}$ dominates $D$ locally on even the finest grid. Then (5.4) can be inaccurate if there are interfaces in $D$ and $\sigma$, for $u_{I C, I C}^{k-1}$ and its weight can be large, while if $\sigma_{I F+1, J F} h^{2}$ is large, then $v_{I F+1, J F}^{k} \simeq 0$ is clearly better than (5.4) in this case.

The problem is how to incorporate $\sigma$ into the interpolation. This problem is easily solved in one space dimension, where one has a tridiagonal operator and can use the operator to do interpolation. In two space dimensions the problem is trickier. For example, since $C^{k-1}=\left(J_{k-1}^{k}\right)^{*} C^{k} J_{k-1}^{k}$ is a nine point operator, it is not clear how to separate out its $x$ - and $y$-dependence. (The astute reader may have already noticed that this is already potentially a problem with (5.4), which ignores the cross-coupling
coefficients.) One solution is to integrate in $y$ if the $x$-dependence is desired and to integrate in $x$ if the $y$-dependence is desired; this gives rise to the following scheme (given for a uniform mesh). Suppose $L^{k}$ has the pointwise template

$$
\left[\begin{array}{ccc}
-T_{I F, J F+1}^{k} & -W_{I F, J F+1}^{k} & -R_{I F+1, J F+1}^{k} \\
-Q_{I F, J F}^{k} & S_{I F, J F}^{k} & -Q_{I F+1, J F}^{k} \\
-R_{I F, J F}^{k} & -W_{I F, J F}^{k} & -T_{I F+1, J F}^{k}
\end{array}\right]
$$

Form $\tilde{Q}_{I F+1, J F}^{k}=T_{I F+1, J F+1}^{k}+Q_{I F+1, J F}^{k}+R_{I F+1, J F}^{k}, \tilde{S}_{I F+1, J F}^{k}=-W_{I F+1, J F}^{k}+S_{I F+1, J F}^{k}-$ $W_{I F+1, J F+1}^{k}$, and $\bar{Q}_{I F+2, J F}^{k}=T_{I F+2, J F}^{k}+Q_{I F+2, J F}^{k}+R_{I F+2, J F+1}^{k}$. Then the formula corresponding to (5.4) is

$$
v_{I F+1, J F}^{k}=\frac{\tilde{Q}_{I F+1, J F}^{k} u_{I C, I C}^{k-1}+\bar{Q}_{I F+2, J F}^{k} u_{I C+1, J C}^{k-1}}{\tilde{S}_{I F+1, J F}^{k}} .
$$

Similar formulae may be used for vertical lines embedded in the coarse grid. Then, at fine grid points centered in coarse grid squares, $v_{I F+1, J F+1}^{k}$ may be obtained by

$$
v_{I F+1, J F+1}^{k}=\frac{\begin{array}{c}
Q_{I F+1, J F+1}^{k} v_{I F, J F+1}^{k}+Q_{I F+2, J F+1}^{k} v_{I F+2, J F+1}^{k}+W_{I F+1, J F+1}^{k} v_{I F+1, J F}^{k} \\
+W_{I F+1, J F+2}^{k} v_{I F+1, J F+2}^{k}+R_{I F+1, J F+1}^{k} v_{I F, J F}^{k}+R_{I F+2, J F+2}^{k} v_{I F+2, J F+2}^{k} \\
+T_{I F+1, J F+2}^{k} v_{I F, J F+2}^{k}+T_{I F+2, J F+1}^{k} v_{I F+2, J F}^{k}
\end{array}}{S_{I F+1, J F+1}^{k} .} .
$$

We will refer to this new interpolation operator as $\tilde{\boldsymbol{J}}_{k-1}^{k}$ and for reference display the following definition of $L^{k-1}$ using $\tilde{J}_{k-1}^{k}$ :

$$
\begin{equation*}
L^{k-1}=\left(\tilde{\boldsymbol{J}}_{k-1}^{k}\right)^{*} L^{k} \tilde{J}_{k-1}^{k} . \tag{5.11}
\end{equation*}
$$

The numerical examples in § 9 all have $\sigma \equiv 0$; however, in subsequent work [8], these examples were repeated with nonzero $\sigma$.

We have not yet mentioned the full multi-grid algorithm for (2.4). For smooth equations like Poisson's equation it is possible, using the full multi-grid algorithm [5], to solve to within truncation error in work $O(n)$, where $n$ is the number of grid points (without the full multi-grid algorithm, the work is $O(n \log n)$ ); more precisely the $O(n)$ is five to seven work units. In this process one begins on the coarsest grid and bootstraps his way up with each grid providing a good initial guess for the next finer grid; it can be shown [5] that in this process cubic interpolation should be used when a grid is visited for the first time. For (2.4), cubic interpolation is not appropriate, but the following interpolation, described for the one-dimensional case, can take its place. In Fig. 6, we


Fig. 6. Generalization of cubic interpolation.
know $U_{-2}^{c}, U_{-1}^{c}, U_{1}^{c}$, and $U_{2}^{c}$, and we want to interpolate a value $U_{0}^{f}$. We know the coarse grid diffusion coefficients $D_{-1}$ and $D_{2}$ and the fine grid coefficients $D_{-1 / 2}$ and
$D_{1 / 2}$. We can form approximations to $D U_{x}$ at $-2,-1 / 2,1 / 2$, and 2 , namely

$$
\begin{array}{cc}
C_{-2}=\frac{D_{-2}}{2}\left(u_{-1}^{c}-u_{-2}^{c}\right), & C_{-1 / 2}=D_{-1 / 2}\left(u_{0}^{f}-u_{-1}^{c}\right), \\
C_{1 / 2}=D_{1 / 2}\left(u_{1}^{c}-u_{0}^{f}\right), & C_{2}=\frac{D_{2}}{2}\left(u_{2}^{c}-u_{1}^{c}\right),
\end{array}
$$

and ask that a parabola go through $C_{-2}, C_{-1 / 2}, C_{1 / 2}$, and $C_{2}$. There are four degrees of freedom-the three coefficients of the parabola and $u_{0}^{f}$ and four constraints, and the problem can be solved; indeed, the result is

$$
\begin{equation*}
u_{0}^{f}=\frac{1}{D_{-1 / 2}+D_{1 / 2}}\left(-\frac{D_{-2}}{8} u_{-2}^{c}+\left(D_{-1 / 2}+\frac{D_{-2}}{8}\right) u_{-1}^{c}+\left(D_{1 / 2}+\frac{D_{2}}{8}\right) u_{1}^{c}-\frac{D_{2}}{8} u_{2}^{c}\right) . \tag{5.12}
\end{equation*}
$$

This process can be viewed as a generalization of (5.4); there one can fit a constant through the approximation to $D U_{x}$ at two points by adjusting the desired interpolated value $v_{I F+1, J F}^{k}$. (Also, it is easy to see that for constant $D$, (5.11) reduces to cubic interpolation.) Experimental results subsequent to the first version of this paper seem to indicate that (5.12) pays off only when there are no juncture points and then only if one desires better accuracy in the derivatives of the solution. These results also indicate that the full multi-grid algorithm with $\tilde{J}_{k-1}^{k}$ replacing (5.12) does solve to truncation error in one full multi-grid cycle; this is exploited in [8].
6. Some details of implementation. In this section we discuss some details of implementation, many of which are specific to our application. The first is the issue of storage. On each grid the storage of $u^{k}, A^{k}, B^{k}, C^{k}$, and $F^{k}$ requires five locations per grid point. Since we do line relaxation by lines in $x$, by lines in $y$, or both, there is a collection of tridiagonal systems to solve on every relaxation sweep. It is clearly inefficient to factor these each relaxation sweep. It pays to factor each as $L \boldsymbol{U}, L$ lower triangular bidiagonal, $U$ upper unit triangular bidiagonal. To save on divides one can compute and store $L^{-1}$. Thereafter, relaxation by lines in $x[y]$ is no more expensive than point Gauss-Seidel; this observation, of course, is not new [11, p. 199], [12, p. 22].

The additional storage is one location per grid point [12, p. 22]; however, one may use the $C^{k}$ array for this purpose since it is no longer needed. The reason for this is that the diagonal of $L U$ contains the information from $C^{k}$; and in the only other place where $C^{k}$ might be needed, the calculation of residuals, $C^{k}$ can also be dispensed with. To see the latter, write line relaxation by lines in $x$, for new values $\bar{u}$ in terms of old values $u$, as follows:

$$
\begin{gathered}
\left(A_{i, j+1 / 2}^{k}+A_{i, j-1 / 2}^{k}\right) \bar{u}_{i, j}^{k}-B_{i+1 / 2, j}^{k}\left(\bar{u}_{i+1, j}^{k}-\bar{u}_{i, j}^{k}\right)-B_{i-1 / 2, j}^{k}\left(\bar{u}_{i-1, j}^{k}-\bar{u}_{i, j}^{k}\right)+C_{i, j}^{k} \bar{u}_{i, j}^{k} \\
=F_{i, j}^{k}+A_{i, j+1 / 2}^{k} u_{i, j+1}^{k}+A_{i, j-1 / 2}^{k} \bar{u}_{i, j-1}^{k} .
\end{gathered}
$$

The $(i, j)$ th residual error in $\bar{u}$ after all lines have been swept, is

$$
\begin{align*}
r_{i, j}= & F_{i, j}^{k}+A_{i, j+1 / 2}^{k}\left(u_{i, j+1}^{k}-\bar{u}_{i, j}^{k}\right)+A_{i, j-1 / 2}^{k}\left(\bar{u}_{i, j-1}^{k}-\bar{u}_{i, j}^{k}\right)+B_{i+1 / 2, j}^{k}\left(\bar{u}_{i+1, j}^{k}-\bar{u}_{i, j}^{k}\right) \\
& \left.+B_{i-1 / 2, j}^{k} \bar{u}_{i-1, j}^{k}-\bar{u}_{i, j}^{k}\right)-C_{i, j} \bar{u}_{i, j}^{k}+A_{i, j+1 / 2}^{k}\left(\bar{u}_{i, j+1}^{k}-u_{i, j+1}^{k}\right)  \tag{6.1}\\
= & 0+A_{i, j}^{k}\left(\bar{u}_{i, j+1}^{k}-u_{i, j+1}^{k}\right) .
\end{align*}
$$

Thus one can dispense with storage for $C^{k}$, and the total storage needed is 5 locations per grid point ( 6 if alternating line relaxation is used) plus a little extra for the direct solution on the coarsest grid. The above calculation also shows that the computation of
the $l^{2}$ error and of the residuals for $I_{k}^{k-1}$ is extremely cheap and can be performed during the relaxation sweep. Note that an expression analogous to (6.1) can be written down for point relaxation, enabling one to compute the residuals during the relaxation sweep for an extra two multiplies per grid point as opposed to the one multiply that (6.1) requires.

Another issue is the possible storage of the interpolation operators $J_{k-1}^{k}$. Actually this storage requirement is not bad-6 locations per $G^{k-1}$ grid point or $1 \frac{1}{2}$ per $G^{k}$ grid point. It is thus an indication of how strapped for storage we are in TTDAMG when we cannot afford to store $J_{k-1}^{k}$. When the constraint on storage mentioned in $\S 1$ is removed, however, the storage of $J_{k-1}^{k}$ will become possible.

It is sometimes the case that the problem being solved is so large that the whole finest grid and its associated unknowns will not fit in memory at the same time. In such a case only a number of lines, say $x$-lines, of the mesh may reside in memory at once. Buffering the mesh in and out of memory once for each relaxation sweep, once for each interpolation, and once for transfer of residuals is extremely inefficient. For this situation we propose that one should instead perform these operations in a wave, as follows. For a given set of $x$-lines one can perform interpolation from the next coarser grid. These $x$-lines are now ready for a relaxation sweep, and once a relaxation sweep has been performed on a given $x$-line, the next relaxation sweep may be performed on the $x$-line below it. Once the relaxation sweeps have been performed, the residual transfer to the next coarser grid may be performed for the next lower $x$-line. The whole wave of operations requires the finest grid to be buffered in only once. (Similar considerations apply if even some of the coarser grids are too large to fit in memory. Using this wave of operations idea and the full multi-grid algorithm, one can obtain a solution to the level of truncation error in a process that includes only one visit (i.e., one wave of interpolation, two sweeps and residual transfer) to the finest grid. This can then be programmed without even storing the finest grid, not even externally [2]. Further reduction of required storage without using external storage is possible (segmental refinement).

The above wave of operations process is efficient for Gauss-Seidel by lines in $x$, but what about Gauss-Seidel by lines in $y$ ? One solution is to relax by shorter lines in $y$, overlapping the lines. Another suggestion is to use weighted line Jacobi relaxation by lines in $y$. In this case one has a collection of tridiagonal systems $A_{i} x_{i}=f_{i}$ to solve. Assume for the moment that $A_{i}$ has been decomposed into $L_{i} U_{i}$ and that $L_{i}^{-1}$ has been computed. Because $L_{i}^{-1}$ is lower triangular, $L_{i}^{-1} f_{i}$ can be performed several $x$-lines at a time, for every $i$, starting at the bottom of the mesh. Then $U_{i} x_{i}=L_{i}^{-1} f_{i}$ can be solved several $x$-lines at a time for every $i$ starting at the top of the mesh. Once the sweep back down is started, transfer of residuals can be performed. For alternating line relaxation, one can perform the wave of operations consisting of interpolation, relaxation by lines in $x$, computation of $L_{i}^{-1} f_{i}$ for all $i$ on the way up, then solution of $U_{i} x_{i}=L_{i}^{-1} f_{i}$ for all $i$ and transfer of residuals on the way down. The whole wave requires two bufferings of the finest grid into memory. Note, however, that only one line Jacobi relaxation by lines in $y$ can be performed in these two bufferings. Note also the attractiveness of weighted line Jacobi relaxation for vector machines.

A final issue of implementation is whether $L^{k}, k<M$ is defined by (5.6), (5.9), or (5.11). If it is assumed that $J_{k-1}^{k}$ is stored, 17 multiplies per fine grid point ( 22 if the fine grid operator is also a nine point operator) are required for (5.11). This sounds expensive, but actually (5.6) requires 15 multiplies per fine grid point because of the necessary divides (with a divide counted as four multiplies). Procedure (5.9) is the cheapest, requiring only 7 multiplies per fine grid point. Since a point (or line)

Gauss-Seidel sweep on the finest grid requires five multiplies, perhaps none of (5.6), (5.9), or (5.11) should be viewed as very expensive. Procedure (5.11) does, however, give nine point operators on the coarser grids, requiring twice as much work per relaxation sweep on the coarser grids.
7. The four-corner juncture. Consider the case where the internal boundaries $\Gamma$ contain two straight segments $\Gamma_{1}$ (horizontal) and $\Gamma_{2}$ (vertical) intersecting at a point, which we will call a juncture. The neighborhood of the juncture is thus divided into four quadrants $Q_{1}, Q_{2}, Q_{3}$ and $Q_{4}$ (see Fig. 7). Let the diffusion coefficient at $Q_{i}$ be $D_{i}$. We


Fig. 7. Four-corner juncture problem.
are interested in analyzing the discretization and multi-grid procedures in the case where

$$
\begin{equation*}
\varepsilon=\frac{\max \left(D_{2}, D_{4}\right)}{\min \left(D_{1}, D_{3}\right)} \tag{7.1}
\end{equation*}
$$

is very small. This case is of special interest since it implies a worse-than-usual singularity. Usually, when $D$ is discontinuous, the solution exhibits discontinuous derivatives. When $\varepsilon \rightarrow 0$, however, the solution at the juncture becomes discontinuous itself. Indeed, when $\varepsilon \rightarrow 0$ the solutions at $Q_{1}$ and at $Q_{3}$ become completely independent of each other: Each tends to a solution of an independent boundary-value problem, with homogeneous Neumann boundary conditions along $\Gamma_{1}$ and $\Gamma_{2}$.

It is well known that near a severe singularity special care should be taken in writing the discrete equations. Similar care is needed in transferring the equations from the finest grid to coarser ones. While a bad discretization (on a fixed grid), which results in a bad approximation, is often unnoticed (since the true solution is not known), a bad discretization on coarser grids in a multi-grid context (e.g., a bad fine-to-coarse transfer of diffusion coefficients) often manifests itself in a slower multi-grid convergence. This is an advantage of multi-grid processes: they clearly expose discretization troubles.

The discretization of the diffusion equations (2.4) around a juncture is a point in case. Slower multi-grid rates led us to discover a certain conceptual defect in the discretization method. The discretization method and the fine-to-coarse transfer of diffusion coefficients should therefore be studied simultaneously.

Assume the grid is chosen so that $\Gamma_{1}$ and $\Gamma_{2}$ are grid lines; hence, the juncture is a grid point. (This is presumably a desirable choice, as placing knots at discontinuities usually yields better approximations.) Assume for simplicity that $\Gamma_{1}$ is the $x$ axis, that $\Gamma_{2}$ is the $y$ axis, hence that the juncture is at the origin, and that $D_{1}=D_{3}=1$ and
$D_{2}=D_{4}=\varepsilon$. The differencing scheme of $\S 2$ would then give discrete diffusion coefficients as described in Fig. 8. These same coefficients will also appear on coarser grids, as long as $\Gamma_{1}$ and $\Gamma_{2}$ are still grid lines, whether we produce the coarse-grid coefficients directly from the differential ones by (2.5) or we transfer them from finer grids by (5.5), (5.6), or (5.9).


Fig. 8. Diffusion coefficients for four-corner juncture problem.

Numerical experiments with this discretization-coarsification method exhibit slower multi-grid convergence rates. See for example Table 3 in § 9. There is indeed an obvious weakness in this discretization: In the limit $\varepsilon \rightarrow 0$ the quadrants $Q_{1}$ and $Q_{3}$ become physically completely insulated from each other, whereas in the discrete scheme they remain coupled.

More precisely, in the limit the solution in the vicinity of the juncture tends to one value $C_{1}$ in the quadrant $Q_{1}$ and to another value $C_{3}$ in $Q_{3}$. In particular

$$
U(h, 0) \approx U(0, h) \approx U(h, h) \approx U(2 h, 0) \approx \cdots \approx C_{1}
$$

while $U(0,0)$ is not well defined. In our numerical scheme, on the other hand, we will get

$$
\begin{gather*}
U^{h}(0,0) \sim \frac{C_{1}+C_{3}}{2}, \\
\frac{U^{h}(j h, 0)-U^{h}(j h-h, 0)}{U^{h}(j h+h)-U^{h}(j h)} \sim \frac{2 j+1}{2 j-1}, \quad j \geqq 2 \tag{7.2}
\end{gather*}
$$

and hence

$$
\begin{equation*}
\frac{U^{h}(j h, 0)-U^{h}(0,0)}{U^{h}(k h, 0)-U^{h}(0,0)} \sim \frac{1+0.66 \log j}{1+0.66 \log k}, \quad j \geqq 1 . \tag{7.3}
\end{equation*}
$$

(The approximate coefficient 0.66 is computed numerically.) The discontinuity at the juncture is smeared by the scheme. There is thus an $O(1)$ error in $U^{h}$ at points $O(h)$ distant from the juncture. Similarly, in the multi-grid process, there is an $O(1)$ error in the approximation to $U^{h}$ provided by $U^{2 h}$ around the juncture. This results in a slower multi-grid convergence rate.

An obvious and simple cure is to avoid the coupling between $Q_{1}$ and $Q_{3}$ by using as our discrete diffusion coefficients around the juncture

$$
\begin{equation*}
D_{1 / 2,0}^{h}=D_{0,1 / 2}^{h}=D_{-1 / 2,0}^{h}=D_{0,-1 / 2}^{h}=\alpha^{h}, \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{h} \ll 1, \quad \alpha^{2 h} \ll 1, \cdots \tag{7.5}
\end{equation*}
$$

The precise values are not important. For this purpose it is enough to set $\alpha^{h} \ll 1$ and use the scheme (5.6) to produce the diffusion coefficients on coarser grids. Such a procedure has actually been implemented, with satisfactory results. See Table 3 in § 9 .

Observe that using the transfer scheme (5.5) instead of (5.6) will not do here. Even with $\alpha^{h} \ll 1$, it will produce $\alpha^{2 h}$ comparable to 1 . Unlike (5.6), it does not preserve decoupling: blocks which are decoupled in the fine grid may become coupled in the coarser ones.
8. Pathological difference equations. It may be important to notice that the methods described above, fully efficient as they are for the cases (2.5) assumed here, are not yet general enough to solve efficiently all difference equations of the form (2.4). All kinds of "pathological" cases can easily be exhibited by diagrams such as Figs. 9a and 9 b . Diagrams with much less regularity can of course be arbitrarily drawn.

In the case exhibited in Fig. 9a the coarse-grid equations, whether derived by (5.5) or by (5.6), will have no strong coupling, and thus will represent a very poor approximation and will contribute no multi-grid acceleration. In the case of Fig. 9a the situation could be corrected by using still more complicated formulae than (5.6), which take into account more possible paths between coarse-grid points. In the case of Fig. 9b even this would not help. A different approach is needed, the objective of which will be, roughly speaking, to derive coarse-grid equations in which two regions are strongly coupled if and only if they are strongly coupled on the fine grid. (Two regions are called strongly
(a)

(b)


Fig. 9. Patterns of difference equations. Part of the fine grid points is shown by dots and crosses. The crosses correspond also to coarse grid points. Links are shown between neighboring fine grid points which are strongly coupled (i.e., connected with large D).
coupled if there is a point in one of them which is strongly coupled, through a chain of strongly-coupled intermediate points, to a point in the other.) In case $9 b$, for instance, all the couplings on the coarse grid need to be strong (about half as strong as on the fine grid). Methods for deriving coarse-grid equations for arbitrary fine-grid equations require further study.

Notice, however, that in discretizing diffusion problems by (2.5), we do not get arbitrary difference equations. In fact, (2.5) implies relations like

$$
\begin{aligned}
& A_{i, j+1 / 2} \leqq A_{i-1, j+1 / 2}+A_{i+1, j+1 / 2} \\
& A_{i, j+1 / 2} \leqq B_{i-1 / 2, j}+B_{i+1 / 2, j}
\end{aligned}
$$

etc. These relations prevent pathologies of the above kind. But such relations are not necessarily maintained on coarser grids. So troubles may arise in the communication between coarser grids and still coarser ones. On those grids, however, we can afford more sophisticated procedures, since the associated computational work on coarser grids is much smaller.
9. Numerical examples. In this section we present several numerical examples indicating the behavior of various schemes described in this paper. Most examples employ a fixed algorithm, in which $p$ indicates the number of relaxation sweeps on grid $G^{k+1}$ after interpolation from grid $G^{k}, k \leqq M-2 ; q$ indicates the number of relaxation sweeps on grid $G^{k-1}$ after interpolation of the residuals from grid $G^{k}, k \geqq 3$, and $r$ is the number of relaxation sweeps on the finest grid. All examples use an initial guess of $u \equiv 0$ and begin on the finest grid. Unless otherwise indicated, all examples use point Gauss-Seidel and solve the coarsest grid problem directly.

Example I is for the problem depicted in Fig. 10. $D$ is $D_{1}=\frac{1}{3}$ outside the shaded region and various values $D_{2}$ given in Tables 1 and 2 inside it; $f \equiv 1$ and $\sigma \equiv 0$, and the


Fig. 10. Example I.
boundary values are given by $\partial u / \partial \nu=-1 / 2 D u$ on all sides. The number of grids is $M=4$, the finest satisfying $h_{i}=k_{j}=1.0$. The computations for this example were done quite early in the development of our codes. At that time we were using line relaxation by lines in $x$, even for uniform grids, and even on the coarsest grid. Table 1 shows the result of using bilinear interpolation and the accommodative algorithm; method $A$ uses a fixed weighting of the coefficients of $L^{k}$ to obtain those of $L^{k-1}$ while method $B$ uses (5.5). Table 2 shows the result of using the fixed algorithm $p=q=r=1$ and direct solution on the coarsest grid; again (5.5) is used, but the interpolation is (5.4). Table 2 shows a comparison between the multi-grid convergence factor $\mu_{\mathrm{MG}}$ and the line SOR convergence factor $\mu_{\text {SOR }}$. The optimum $\omega_{\text {SOR }}$ was chosen by experimentation; it is worth remarking that for large $D_{2} / D_{1}$ the optimum $\omega_{\text {sor }}$ differed very little from the $\omega$ chosen by the usual power method techniques [11, pp. 203-290], yet the difference in

TABLE 1

| $D_{2} / \boldsymbol{D}_{1}$ | A | B |
| :--- | :---: | :---: |
| $10^{-4}$ | 0.580 | 0.516 |
| $10^{-3}$ | 0.580 | 0.516 |
| $10^{-2}$ | 0.588 | 0.516 |
| $10^{-1}$ | 0.586 | 0.516 |
| 1 | 0.562 | 0.520 |
| $10^{1}$ | 0.710 | 0.644 |
| $10^{2}$ | 0.877 | 0.726 |
| $10^{3}$ | 0.931 | 0.768 |
| $10^{4}$ | 0.954 | 0.794 |

TABLE 2

| $D_{2} / D_{1}$ | $\mu_{\text {SOR }}$ | $\omega_{\text {SOR }}$ | $\mu_{\text {MG }}$ |
| :--- | :---: | :---: | :---: |
| $10^{-4}$ | 0.731 | 1.71 | 0.486 |
| $10^{-3}$ | 0.731 | 1.71 | 0.486 |
| $10^{-2}$ | 0.731 | 1.71 | 0.486 |
| $10^{-1}$ | 0.732 | 1.71 | 0.487 |
| 1 | 0.744 | 1.71 | 0.490 |
| $10^{1}$ | 0.764 | 1.74 | 0.498 |
| $10^{2}$ | 0.875 | 1.87 | 0.532 |
| $10^{3}$ | 0.960 | 1.95 | 0.537 |
| $10^{4}$ | 0.990 | 1.99 | 0.537 |

convergence rate was much better with the experimentally chosen $\omega_{\text {SOR }}$; that is, in practice $\mu_{\text {Sor }}$ would be even worse than the values given in Table 5.

This first example includes ratios of $D_{2}$ to $D_{1}$ that do not occur in practical runs of TTDAMG; there $D_{2} / D_{1}$ ranges from $10^{-2}$ to $10^{2}$. However, the range of $D_{2} / D_{1}$ can be, e.g., $10^{-4}$ to $10^{4}$ in problems arising directly from diffusion theory, and the remaining examples are chosen to explore various difficulties that can arise in such problems. (We remark that in many practical problems, the pattern of $D$ 's, $f$ 's, and $\sigma$ 's is a very complicated mosaic. We have tried such problems with success, but because of the difficulties in describing the mosaic, we do not present any here.) We also give results for using four grids, the finest grid again satisfying $h_{i}=k_{j}=1$.

Example II is a problem with a four-corner junction. The region is $\Omega=$ $(0 ., 24) \times.(0 ., 24$.). $\Gamma$ is $x=12$. and $y=12$. The values of $D[f]$ in the northwest, northeast, southwest, and southeast quadrants with respect to (12., 12.) are 1000. [1.], 1.[0.], 1.[0.], and 1000.[1.], respectively. The boundary conditions are

$$
\frac{\partial u}{\partial \nu}=\left\{\begin{array}{l}
0 \quad \text { on } x=0 . \text { and } y=0 .,  \tag{9.1}\\
-\frac{1}{2 D} u \quad \text { on } x=24 . \text { and } y=24 .,
\end{array}\right.
$$

and $\sigma$ is identically zero.
The number of grids for this problem is $M=4$, the finest satisfying $h_{i}=k_{j}=1.0$; thus, the coarse-grid problem has 16 unknowns, and the finest grid problem has 625 unknowns. Table 3 indicates the results of several methods for this problem. Method C uses (5.6) to define $L^{k}, k<M$ and $\left(I_{k-1}^{k}\right)^{*}$ as a residual weighting. Method D is the same

TABLE 3

| $p, q, r$ | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: |
| $1,1,1$ | $*$ | $0.56,0.83$ | $0.54,0.75$ | $0.59,0.78$ |
| $1,2,2$ | $*$ | $0.60,0.75$ | $0.59,0.72$ | $0.65,0.77$ |
| $1,2,3$ | $*$ | $0.66,0.77$ | $0.65,0.74$ | $0.69,0.77$ |
| $1,1,2$ | $*$ | $0.59,0.71$ | $0.53,0.69$ | $0.62,0.75$ |

as C but uses (5.8) to correct the bad discretization on the finest grid. Method E uses $L^{k-1}=\left(\tilde{\boldsymbol{J}}_{k-1}^{k}\right)^{*} L^{k} \tilde{J}_{k-1}^{k}$ and $\left(\tilde{\boldsymbol{J}}_{k-1}^{k}\right)^{*}$ as a residual weighting, and method F is method E with (5.8) used to correct the bad discretization on the finest grid. Each of these methods was run with various fixed algorithms; these are indicated by giving $p, q$, and $r$, where $p$ is the number of relaxation sweeps from $G^{k}$ to $G^{k+1}, k \leqq M-2, q$ is the number of relaxation sweeps after interpolation from $G^{k}$ to $G^{k-1}, k \geqq 2$, and $r$ is the number of relaxation sweeps on the finest grid; the coarse-grid problem is solved directly.

For each run two numbers are given. The first indicates the convergence factor in terms of the work of relaxation sweeps alone, and the second indicates the convergence factor in terms of relaxation sweeps and interpolations, assuming the latter have been done efficiently (that is, assuming $J_{k-1}^{k}$ is stored and that residuals are computed during the last relaxation sweep before interpolation from $G^{k}$ to $G^{k-1}$ ). Note that methods E and $F$ require twice the work of $C$ and $D$ for relaxation on the coarser grids since they use nine point operators instead of five. An asterisk in the table indicates divergence.

Note that method C diverges due to the bad discretization on the finest grid and the fact that (5.6) converts this bad discretization into bad communication between grids. (See the discussion in § 8.) The accommodative algorithm would converge for method C but with a bad convergence factor. For methods $\mathrm{D}, \mathrm{E}$, and F , the algorithm $p=1, q=1$, $r=2$ is the best. It is curious that method F is slightly worse than method E .

Example III is for the problem depicted in Fig. 11. $D[f]$ is 1.[0.] outside the shaded regions and 1000 .[1.] inside it; $\sigma \equiv 0$, and again the boundary values are as in (9.1). This problem uses three grids, the finest satisfying $h_{i}=k_{j}=1$. Thus the shaded region falls between the grid lines of $G^{2}$, and with method C the set of the strongly coupled points


Fig. 11. Example III.
on $G^{2}$ is an inverted L . The results are summarized in Table 4. Method C diverges; however, method C with the accommodative algorithm should converge, though slowly. Method G uses line relaxation by lines in $x$ and also diverges. Method H uses alternating line relaxation; the first [second] pair of numbers for H counts each sweep of alternating line relaxation as one [two] work unit[s]. Method I uses SCOD relaxation, relaxing the inverted L of points on $G^{2}$ as a block. In method E one-dimensional tails appear on $G^{2}$ also, but-unlike method C-there is a set of strong coupled points on grid $G^{1}$; in fact this set is two-dimensional and apparently acts as a good correction to grid $G^{1}$. We also give results for using four grids, the finest satisfying $h_{i}=k_{j}=1$.

TABLE 4

| $p, q, r$ | C | E | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1,1,2$ | $*$ | $0.55,0.71$ | $*$ | $0.55,0.68$ <br> $0.7,0.8$ | $0.56,0.69$ |
| $1,1,2$ (4 grids) | - | $0.61,0.75$ | - | - | - |

Example IV is for the problem depicted in Fig. 12. $D[f]$ is 1.[0.] outside the shaded region and 1000 .[1.] inside it, $\phi \equiv 0$, and again the boundary values are as in (9.1). Again the problem uses three grids, the finest satisfying $h_{i}=k_{j}=1$. Thus again the shaded region falls between the grid lines of $G^{2}$, and with method $C$ the set of strongly coupled points of $G^{2}$ is a one-dimensional staircase. The results are summarized in Table 5. All the methods based on (5.6) diverge, even the accommodative algorithm. (With the accommodative algorithm and 3 grids, the residual norm on $G^{2}$ is worse after interpolation from the solution from $G^{1}$ than before. Hence, the method cycles between $G^{1}$ and $G^{2}$ with the residual norm on grid $G^{2}$ getting bigger and bigger.) Method C works fine if the coarsest grid is eliminated, that is, if only two grids are used. Hence, the problem is clearly that when 3 grids are used, $G^{1}$ provides a terrible correction to $G^{2}$. With method E , the set of strongly coupled points of $G^{2}$ is


Fig. 12. Example IV.

TABLE 5

| $p, q, r$ | C | E | G | H | I |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1,1,2$ | $*$ | $0.59,0.74$ | $*$ | $*$ | $*$ |
| accommodative | $*$ | - | $*$ | $*$ | $*$ |
| $1,1,2(4$ grids $)$ | - | $0.63,0.76$ | - | - | - |

two-dimensional, i.e., the steps of the staircase are connected by strong cross-coupling coefficients. Again, we give results for four grids for this problem, the finest grid remaining unchanged.

These examples indicate clearly that (5.11) is more robust than (5.6) or (5.9). For problems arising in TTDAMG, (5.6) or (5.9) is suitable; however, even for these problems if one can afford to store $\tilde{J}_{k-1}^{k}$ we feel that (5.11) is to be preferred since it is more efficient than (5.6) or (5.9) for all but the simplest problems (like Laplace's equation), and even for these problems (5.11) is not much less efficient than (5.6) or (5.9).

Finally, we remark that examples II-IV have been repeated in [8] using method E and giving timings for a CDC 7600 ; in [8], however, one full multi-grid cycle with $\tilde{J}_{k-1}^{k}$ is used to start the calculation. Also, examples II-IV are repeated with nonzero $\sigma$ and with piecewise bilinear finite elements being used as the discretization on the finest grid.
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# A TWO-DIMENSIONAL MESH VERIFICATION ALGORITHM* 
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#### Abstract

A finite element mesh is usually represented in a program by lists of data, i.e., vertex coordinates, element incidences, boundary data. This paper is concerned with conditions on the list data which ensure that the lists describe a "tiling" of some planar region without overlap or gaps. For a particular format of lists, a set of such conditions is given which is proven to be sufficient to guarantee such a "tiling". These conditions have been chosen so as to be verifiable by the algorithm referred to in the title, which is described in detail and is claimed to be of reasonable efficiency.


Key words. mesh, finite element, triangulation

1. Introduction. A mesh on a region of the plane generally appears to the reader of a textbook or research paper as a diagram showing a partition of the region into finite elements of simple geometric shapes, usually triangles or quadrilaterals. Intuitively, the partition can be thought of as a tiling of the region up to its boundaries by the finite elements as tiles. On the other hand, it appears to the user of the method in the source code of his programs as lists of numbers of specific types, e.g., positive integers less than $M$, real numbers, etc. In general, however, if the lists are filled with arbitrary data of the correct type, they only represent some collection of elements, which may overlap each other, or leave gaps in the region's interior. Whether the collection represents a proper tiling or not is data dependent. The purpose of this paper is to make an explicit statement of this dependence in the form of a set of four conditions that the data must satisfy, these conditions being specific to two-dimensional meshes. Although the conditions are geometrically simple, their verification for the lists of a particular mesh involve nontrivial computations which have been organized in this paper into an algorithm which is referred to as the mesh verification algorithm. One consideration in the choice of these conditions, then, has been that the mesh verification algorithm be sufficiently efficient to be practically viable.

Implemented in a program, the algorithm can be used to check a mesh produced for a particular computation. It is a common practice in employing the finite element method to prepare a mesh using a mesh generation program, possibly store it in a file, and plot it to examine its correctness and suitability to the region and the problem before proceeding to the subsequent stages of the method. Often this procedure is repeated a number of times because the mesh is shown to be incorrect, typically due to errors in input data to the mesh generation program, or weaknesses in its algorithm or "bugs" in its programming. An algorithmic verification of the output lists based on the criteria in this paper is viewed as being a check on the mesh which is complementary to a graphical examination in the sense of being faster and not dependent on graphic facilities, but not providing the positive evidence of the suitability of the mesh that a visual inspection gives.

A second motivation for these conditions is to give a mathematically rigorous definition of a finite element mesh that can serve in the study and development of mesh

[^54]generation programs, allowing explicit specifications for algorithms and providing a debugging tool. A number of methods for mesh generation have been discussed in the published literature, e.g., [3], [6], [11], [15], which have been implemented in programs giving extensive satisfactory use. There is no doubt that mesh generation programs can be written which are pragmatically successful without a mathematical definition of a finite element mesh. However, to say whether such a program is correct or not, or to state under what conditions it fails, or to compare two such programs is difficult because of the vagueness about the specifications for output as well as input even at the algorithmic level. The programs produce meshes in their list form, but as we have mentioned above, not all lists correspond to legitimate meshes. In particular, it is believed that the four conditions of the definition can be used as verification conditions for proving mesh handling programs correct (see Van Emden [18], for a pragmatic discussion of the use of verification conditions in programming). While the question of whether, or in what measure, program correctness procedures will aid program synthesis is an area of speculation, there seems little doubt that a better understanding of the mathematics of an algorithm and its data generally leads to programs which are better in a variety of senses.

In $\S 2$, the list representation that we will use for a collection of elements is introduced, and with it, four conditions on the collection are stated geometrically which form the proposed definition of a planar mesh. These condition are then justified in § 3, on a mathematical level by proving that a set of lists which meet the conditions describe a tiling of some region of the plane. The definition is restricted to apply to meshes for regular planar regions (possibly multi-connected, or disconnected); in particular, it does not extend to meshes for describing regions with cracks as used in some finite element applications. Readers who are not interested in the formal justification of these conditions may proceed to the development of the mesh verification algorithm in § 4 and §5. In these sections, the conditions stated for the collection of elements represented by mesh lists are expressed as computational checks on the list data.

In these computations, information about the element sharing a common edge with a given element (i.e., an element's neighbor) is required. This information is used in a variety of other contexts in the finite element method, e.g., averaging stresses over neighboring elements [17, p. 168], improving the triangulation of a region [11], or performing local mesh refinements [13], [15]. The process of obtaining and verifying this information involves a list inversion of one of the mesh lists, and is of some independent interest, so it is discussed separately in $\S 4$. The other aspects of checking the conditions are dealt with in $\S 5$. At this stage, the generality of the elements' geometry becomes a significant factor, so the discussion is specialized to triangular meshes to avoid unwarranted complexity.

In composing the algorithms of $\S 4$ and $\S 5$, a compromise between simplicity and optimality has been sought. Some comments on the performance of a Fortran implementation are given in §6. An inspection of the components of the verification algorithm indicates that it should run in times linear in the number of triangles in the collection being verified, subject to some restrictions on the mesh topology that are quite natural for finite element meshes.

While the author is unaware of other algorithms for verifying a mesh in this sense, several algorithms for verifying other geometric "objects" have appeared. There is a substantial literature on algorithms for verifying graph planarity (e.g., Hopcroft and Tarjan [9]). Recently, a linear time algorithm for verifying the planarity of a 2-complex has been published by Gross and Rosen [8], and in [14], Shamos and Hoey give an algorithm for verifying when a planar polygon is simple. In these references, the
algorithms tend to be described at a high level, with the primary emphasis placed on the analysis of the complexity of the process.
2. List definitions and the conditions for a mesh. The list representation for a finite element mesh which we will assume here consists of two basic lists:
the vertex coordinate list of length $N_{v}$,
the element incidence list of length $N_{e}$ and an auxiliary list:
the boundary reference table of length $N_{b}$.
The basic lists contain independent data, but the boundary reference table's information about the mesh can be obtained from the other two. The $k$ th entry of the vertex coordinate list is the coordinates ( $x_{k}, y_{k}$ ) of the $k$ th vertex of the mesh, also denoted $P(k)$ in the sequel. The term "vertex" here refers to the points which determine the geometric shape of the element as a region (e.g., the 3 vertices of a triangle), as opposed to the term "node" which is commonly used for points associated with degrees of freedom of the element shape function. The entries in the vertex coordinate list are required to be unique, i.e., if $j \neq k$, then $P(j) \neq P(k)$. The $j$ th entry in the element incidence list is itself a sublist of the indices in the vertex coordinate list of the vertices of the $j$ th element. $E(j)$ will be used to denote the $j$ th element and if it has $I(j) \geqq 3$ vertices, then the $j$ th entry of the element incidence list consists of integers $v(1, j), v(2, j), \cdots$, $v(I(j), j)$ with $0<v(i, j) \leqq N_{v}$, and $v(i, j) \neq v(k, j)$ if $i \neq k$. The $i$ th vertex of $E(j)$ is $P(v(i, j))$ and $i$ will be referred to as the local vertex number of $P(v(i, j))$. The $i$ th edge of $E(j)$ is the directed line segment running from $P(v(i, j))$ to $P(v(\bar{i}+1, j))$, where

$$
\begin{equation*}
\bar{i} \equiv i \bmod I(j) \tag{2.1}
\end{equation*}
$$

is a notation used in the sequel for indexing the "next" vertex around $E(j)$, and $i$ will be referred to as the local side number of this side.

The $k$ th entry of the boundary reference table consists of a pair of integers $(b(1, k)$, $b(2, k)$ ) which described the $k$ th boundary edge of the mesh by giving the index of the element to which it belongs, $0<b(1, k) \leqq N_{e}$, and the local side number, $0<b(2, k) \leqq$ $I(b(1, k))$. This list is ordered first by $b(1, k)$ and within entries having the same value for $b(1, k)$ by $b(2, k)$ i.e.,

$$
\begin{align*}
k_{1}<k_{2} \Rightarrow & b\left(1, k_{1}\right) \leqq b\left(1, k_{2}\right) \\
& \quad \text { and if } b\left(1, k_{1}\right)=b\left(1, k_{2}\right) \text { then } b\left(2, k_{1}\right)<b\left(2, k_{2}\right) \tag{2.2}
\end{align*}
$$

This list is the least standard of the three in the literature on finite element programming. It was proposed by J. A. George in his thesis [7], and doubtless has been used independently by other implementors of the finite element method. As mentioned above, the mesh information contained in it is redundant, as it is contained implicitly in the element incidence list information. The algorithms that we discuss below could either build the boundary reference table from the element incidence list, or check that it is consistent. In view of the use of meshes in the finite element method, we have chosen to describe the latter. Typically, the table contains additional problem specific data concerning boundary conditions and is generated with this data at the time the mesh is generated (i.e., the other two lists are constructed.) The ordering of the table is done to facilitate synchronizing a scan of the element incidence list with a scan through the table. An example of this occurs in (4.7) of § 4 ; however, the primary instance of this, for the finite element method, occurs in the scan of the elements to generate local stiffness matrices. In some implementations, these boundary data are added as extra fields in the entries of the element incidence sublists either directly or through pointers.

A discussion of some alternative representations for meshes, and issues associated with them, may be found in [16]. While the definition given here clearly does not conform directly to a variety of implemented data structures for mesh representation, it is expected that a fairly simple identification or translation can be made between the representation used here, and the data structures of most implementations.

We now specify the four conditions on the collection of elements described by the mesh lists that qualify this collection to be a mesh.

C 1 . The directed polygonal curve formed by traversing the element sides in local side number order forms a simple closed curve with bounded interior (i.e., bounded region on the left of the curve). The finite element $E(j)$ is defined to be the closure of the interior of this curve.

C 2 . The $i$ th edge of $E(j)$ is either the only edge joining its endpoints or there is one other element, $E(l)$, having an edge joining these vertices. In the latter case, the line segment joining these vertices must have the opposite direction as an edge of $E(j)$ to its direction as an edge of $E(l)$. In the first case of C 2 , the $i$ th edge of $E(j)$ is a boundary edge and $E(j)$ is its boundary element. To be consistent, the boundary reference table must have an entry with $b(1, k)=j, b(2, k)=i$. In the second case of C 2 , the $i$ th edge of $E(j)$ is an interior edge with $E(j)$ and $E(l)$ as neighbors across this edge. The requirement concerning the directions of the line segment as an edge of $E(l)$ and $E(j)$ will be referred to as edge consistency and if it holds then the vertex of index $v(\bar{i}+1, j)$ will be the $m$ th vertex of $E(l)$ for some value of $m$ which is referred to as the complementary local edge number in § 4.

C3. No interval of a boundary edge intersects an element other than its boundary element.

C4. A vertex can have at most one boundary edge directed away from it. Vertices with one such edge will be referred to as boundary vertices in this paper.

In § 3, we want to establish that these requirements are sufficient to ensure that the lists describe sets of elements which "tile" a region of the plane. However, first we will discuss some examples in which $\mathrm{C} 2-\mathrm{C} 4$ are violated to illustrate the sense in which they are necessary. The requirement in C 1 that edges have the direction that puts the element on the left coupled with the edge consistency restriction of C2 ensures that neighbors lie on opposite sides of their common edge, i.e., that a short line segment which intersects an interior edge passes from the interior of one neighbor into that of the other. Without these requirements, for example, the configuration of Fig. 2.1 would qualify as a mesh with the list of vertices $P(1)=(1,1) ; P(2)=(1,-1) ; P(3)=(-1,-1)$; $P(4)=(-1,1)$; element incidences $v(i, j)$ given by Table 2.1 and an empty boundary reference table.

The necessity of C3 can be seen from the obvious overlap in Fig. 2.2, referred to as mesh "overspill" in [6].


Fig. 2.1

Table 2.1
$v(i, j)$ for Fig. 2.1

| $>i$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 3 | 2 | 1 |
| 2 | 4 | 2 | 1 |
| 3 | 3 | 1 | 4 |
| 4 | 3 | 2 | 4 |



Fig. 2.2

In Fig. 2.3, an example in which the region covered by the elements of the mesh has both overlap and a "gap" is shown. The elements are the eight outer squares plus the four triangles, and the boundary reference table records the outer edges of the squares and the oblique sides of the triangles as boundary edges. The triangles share their horizontal or vertical edges with a square, but are not strictly neighbors because the edge consistency along their common edge cannot hold, or counter clockwise listing of vertices fails, i.e., C 1 and C2 cannot both hold.


Fig. 2.3

The central square of the figure is not an element of the mesh, but is a region of the plane not separated from the elements of the mesh by a boundary edge. It is a form of "gap" in the mesh. Condition C3 and one of C1 or C2 are violated in this case.

The role of C 4 seems less clear; certainly it precludes undesirable anomalies such as a mesh with every edge a boundary edge, like the black squares of a checkerboard. However, it appears that its primary implication is that the boundary curves form simple closed curves as in Theorem 1, and no example has been constructed in which C2 and C3 are satisfied, C4 is violated, and an overlap of element interiors occurs.
3. Proof of sufficiency. We turn now to establishing that the requirements $\mathrm{C} 1-\mathrm{C} 4$ are sufficient to ensure that the lists of (2.1) correspond in some rigorous way to the intuitive idea of the elements tiling a region of the plane. First it is shown that the set of boundary edges of the mesh form a set of disjoint simple closed curves in Theorem 1. We then show that these curves are oriented in a consistent manner, so that their interiors define bounded regions of the plane for which they are the boundaries in Lemma 3. It is then shown in Theorem 2 that this region is covered without gaps by the elements of the mesh and in Theorem 3 that it is covered without overlap. To avoid repetition of "polygonal" in this section, we shall assume henceforth that all arcs or curves are polygonal. For a helpful, if elementary, reference on curves and regions in the plane, see [1].

The following lemma concerning a type of connectivity of the mesh will be quite useful in the sequel.

Lemma 1. Let $P$ be a point lying in the interior of $m$ elements of the mesh for $m \geqq 0$ and let $P$ be joined to a point $Q$ by an arc which passes through no mesh vertex and intersects no boundary edge. If $Q$ does not lie on an element edge, then $Q$ lies in the interior of $m$ elements of the mesh.

Proof. As a point moves along the arc from $P$ towards $Q$, it can only leave an element through an interior edge, at which point it enters its neighbor (C2).

Lemma 2. A vertex is a boundary vertex if and only if it has a boundary edge directed towards it. The incoming boundary edge of a boundary vertex is unique.

Proof. Let $P$ be a vertex and let $\mathscr{E}$ be the set of edges having $P$ as an endpoint. Assign $e \in \mathscr{E}$ a value 1 if it is directed towards $P ;-1$ if it is directed away from $P$. Since each element for which $P$ is a vertex contributes two edges to $\mathscr{E}$, one incoming and one outgoing, it is clear that the sum of the values of edges in $\mathscr{E}$ is zero. By requirement C 2 , the contribution to this sum from all interior edges in $\mathscr{E}$ is zero, and by C 4 the contribution from all outgoing boundary edges is 0 or 1 . Hence the contribution from all incoming boundary edges at $P$ must be 0 or -1 , from which the lemma follows.

Theorem 1. The boundary edges of the mesh form a set of simple closed oriented curves, $C_{1}, C_{2}, \cdots, C_{M}$, which do not intersect each other.

Proof. Let $P$ be a boundary vertex and consider the curve traced out by following the unique outgoing boundary edge from each vertex to the boundary vertex to which it is directed (Lemma 2) starting from $P$. Since this process can be continued indefinitely, and there are only a finite number of boundary vertices, one must be traversed twice by this curve. If the first one to occur twice is not $P$, then there are two distinct boundary edges leading to it, in violation of Lemma 2. Hence the curve formed by carrying out this process until $P$ is encountered a second time is a closed oriented curve which can be labelled $C_{1}$. To see that this curve is simple, we note that from C3 it cannot intersect itself on the line segments between vertices, and as no vertex other than $P$ is visited twice in a circuit starting at $P$, it cannot intersect itself at a vertex. If not all the boundary vertices lie on $C_{1}$, then the argument can be applied to another boundary vertex to
establish a simple closed oriented curve $C_{2}$, and so on. Two of these curves cannot intersect at the interior of a line segment by C3 nor at a vertex by Lemma 2, hence they must be disjoint.

The region on the left of a simple closed oriented curve, $C$, is conventionally referred to as its interior while the region on the right is referred to as its exterior. Such a curve divides the plane into a bounded region and an unbounded one, and whether the bounded region is the curve's interior or not depends on the curve's orientation, of course. Although we can expect from C1 and C4 that the elements of the mesh should lie in the interiors of these curves in some sense, Theorem 1 does not give any information about the relative orientations of these boundary curves. For example, it is conceivable that both $C_{1}$ and $C_{2}$ have bounded interiors and that $C_{2}$ lies in the interior of $C_{1}$. If no curve lies between $C_{1}$ and $C_{2}$, then there is no region for which $C_{1}$ and $C_{2}$ are oriented boundary curves, as shown in Fig. 3.1A, with the interiors shaded. However, if $C_{3}$ lies between $C_{1}$ and $C_{2}$ as in Fig. 3.1B, and is oriented so as to have an unbounded interior, then the shaded region is a (disconnected) region with $C_{1}, C_{2}$ and $C_{3}$ as its oriented boundaries.
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Our aim now is to show that the boundary curves established in Theorem 1 are oriented in a consistent way, so that each curve of bounded interior defines a connected region of possibly multiple connectivity, the boundaries of the "holes" in this region coinciding with boundary curves of unbounded interior. A curve $C_{i}$ will be said to be maximal in $C_{i}$ if $C_{i}$ lies in the bounded domain determined by $C_{i}$, but not in the bounded domain of any other curve lying in the bounded domain of $C_{j}$, (e.g., $C_{3}$ is maximal in $C_{1}$ in Figure 3.1B, while $C_{2}$ is not). ${ }^{1}$

Lemma 3. (i) Let $C_{i}$ be a boundary curve of bounded interior and let $C_{i}$ be any curve maximal in $C_{j}$. Then $C_{i}$ is oriented so that its interior is unbounded.
(ii) Let $C_{i}$ be a boundary curve with unbounded interior. Then there is a curve of bounded interior, $C_{j}$, such that $C_{i}$ is maximal in $C_{j}$.

Proof. (i) Let $D$ be the domain obtained by removing from the bounded interior of $C_{j}$ the bounded regions determined by all curves maximal in $C_{j}$. If there are no such

[^55]maximal curves, then there is nothing to prove, so let us assume there is at least one, and designate it $C_{i}$. Let $E$ be a boundary element with a boundary edge on $C_{j}$ and let $P$ be a point of the interior of $E$ arbitrarily near $C_{j}$. Let $Q$ be in $D$ arbitrarily close to an edge of $C_{i}$ and not lying on an element edge. Then we can join $P$ to $Q$ by a polygonal arc in $D$, which does not cross any boundary edges and can be adjusted to avoid any vertices (since $D$ is an open, connected set). By $\mathrm{C} 2, P$ is in exactly one element and hence by Lemma $1, Q$ is in one element, $E^{\prime}$. However, $Q$ may be arbitrarily close to $C_{i}$ so $E^{\prime}$ has a boundary edge on $C_{i}$ and $C_{i}$ must be oriented so that $D$ lies in its interior.
(ii) Let $\bar{C}$ be a circle sufficiently large to contain all the elements. If the statement were not true, then $C_{i}$ would be maximal either in $\bar{C}$ or in $C_{j}$ where $C_{j}$ also has unbounded interior. We will use $\bar{C}$ to refer either to the circle or to $C_{j}$, and note that in either case, points of the bounded region of $\bar{C}$ near $\bar{C}$ do not lie in any element of the mesh. Then, as in part (i) let $D$ be the domain formed by removing from the bounded region of $\bar{C}$ the bounded regions of all curves maximal in $\bar{C}$. Then we can pick $P$ in $D$ close to $\bar{C}$ so that $P$ lies in no element and, since $D$ is connected and open, join it to a point $Q$ in a boundary element near $C_{i}$ by an arc in violation of Lemma 1. This contradiction establishes Lemma 3 (ii).

This lemma shows then that every mesh boundary curve of bounded interior defines a possibly multiply-connected region with mesh boundary curves as the region's boundary, and that every mesh boundary curve is a part of the boundary of such a region. While finite element problems typically require meshes for one connected region, there does not seem to be a compelling reason to restrict the definition of a mesh so that its boundary curves determine only one. However, for ease of exposition, we shall now assume that there is only one boundary curve of bounded interior and label it $C_{1}$. Then, from Lemma 3, it follows that if $K>1$ there are $K-1$ curves $C_{2}, \cdots, C_{K}$ inside $C_{1}$ oriented to have unbounded interiors, so that the region

$$
\begin{equation*}
R=\bigcap_{k=1}^{K}\left(\text { interior of } C_{k}\right) \tag{3.1}
\end{equation*}
$$

is a bounded region of connectivity $K-1$, which will be defined as the covered region of the mesh. This terminology will be justified by showing that the elements of the mesh cover this region without gaps (in Theorem 2) and without overlap (in Theorem 3).

Theorem 2.

$$
\bigcup_{i=1}^{N_{e}} E(i)=R \text {. }
$$

Proof. To show that $\bigcup_{i=1}^{N_{i}} E(i) \subset R$, suppose that for some $i$ and $j, E(i) \cap$ (the exterior of $C_{j}$ ) is not void. Then, since the exterior of $C_{j}$ is connected, we can join $P \in E(i)$ to $Q \in C_{j}$ by an arc in exterior of $C_{j}$ which passes through no mesh vertices. Since the exteriors of the $C_{k}$ are disjoint, this arc will not pass through any boundary edges between $P$ and $Q$. But near $Q$ it lies outside every element, which contradicts Lemma 1. If there were a point $Q \in R-\cup_{i=1}^{N_{e}} E(i)$ then an arc from $C_{1}$ to $Q_{N}$ could be similarly constructed which again violates Lemma 2 , so $R=\bigcup_{i=1}^{N_{i}} E(i)$.

To establish no overlap, we have:
Theorem 3. Let $P$ be a point of $R$ which is neither a mesh vertex nor lies on an element edge. Then $P$ lies in the interior of one element.

Proof. The proof proceeds inductively by constructing a finite sequence of subsets of elements $\mathscr{G}_{1}, \mathscr{G}_{2}, \cdots, \mathscr{G}_{F}$, such that
(3.2a) $\mathscr{G}_{i}$ satisfies C1, C2, C3 and C4 (see below for a minor modification of C 4 for this proof), and
(3.2b) if $P$ lies an element $E$ of the mesh then $E \in \mathscr{G}_{i}$.

The sequence is constructed by starting with $\mathscr{G}_{1}=$ the entire mesh, and by consecutively removing elements with edges on the boundary of $\mathscr{G}_{i}$ but which do not contain $P$. It terminates when there are no such elements left, with $\mathscr{G}_{F}$, a subset of the elements such that each piecewise linear arc of the boundary of $\mathscr{G}_{F}$ is an edge of an element containing $P$. It is then shown that there can be only one element in $\mathscr{G}_{F}$, which completes the proof.

Let $\gamma\left(\mathscr{G}_{i}\right)$ denote the boundary curves of $\mathscr{G}_{i}$ and suppose that we have constructed $\mathscr{G}_{1}, \cdots, \mathscr{G}_{i}$ and let $E \in \mathscr{G}_{i}$ with $\partial E \cap \gamma\left(\mathscr{G}_{i}\right) \equiv \partial E(b)$ not empty and $P \notin E$. Let $\partial E$ (int) $=$ $\partial E-\partial E(b)$.

We wish to remove $E$ from $\mathscr{G}_{i}$ to get $\mathscr{S}_{i+1}$. Clearly $\mathscr{G}_{i+1}$ thus formed is a collection of elements satisfying C1 and C2. In order to see that it satisfies C3, we need to show that an edge of $\partial \mathrm{E}$ (int) does not intersect any other edge of the mesh. Suppose, to the contrary, that there were an element, $H$, for which one or more edges of $H$ intersect $\partial E($ int $)$. These intersecting edges of $H$ must be interior edges of $\gamma\left(\mathscr{G}_{i}\right)$ since $\gamma\left(\mathscr{G}_{i}\right)$ satisfies C3. We can construct a curve which lies close to $\partial E$, but inside $E$, running in the direction of $\partial E$, which originates at a point $Q$, so close to $\partial E(b)$ that it lies only in $E$ (by C 2 ). This curve would have to pass through $H \cap E$ at some points, which would violate Lemma 1 . Hence we conclude that $\partial E$ (int) does not intersect any edge of the mesh. However the segments of $\partial E$ (int), become boundary segments of $\mathscr{G}_{i+1}$, hence $\mathscr{G}_{i+1}$ satisfies C3.

We now turn to showing that C 4 is satisfied by $\mathscr{G}_{i+1}$, i.e., that each boundary vertex of $\gamma\left(\mathscr{G}_{i+1}\right)$ has a unique outgoing boundary segment. Actually, it is necessary to modify this condition slightly by replacing some boundary vertices by small circular arcs as indicated below. When $E$ is removed from $\mathscr{G}_{i+1}$, the directed line segments of $\partial E$ (int) will become boundary segments of $\gamma\left(\mathscr{G}_{i+1}\right)$ with their directions reversed. $\partial E$ (int) might be made up of several contiguous sections, but the argument supporting C 4 is the same for each, so we consider one section of it, ordering its vertices in the counter clockwise direction around $E$. The outgoing boundary segment for the first vertex of a section of $\partial E$ (int) is unchanged by removing $E$ from $\mathscr{G}_{i}$. For the last vertex of a section, the outgoing boundary segment will switch from being a segment on $\partial E(b)$ to being its predecessor on $\partial E$.

For a vertex interior to a contiguous section of $\partial E$ (int), there are two possibilities. If the vertex does not lie on $\gamma\left(\mathscr{G}_{i}\right)$, then the outgoing boundary segment on $\gamma\left(\mathscr{C}_{i+1}\right)$ is its predecessor on $\partial E$. However, if it does lie on $\gamma\left(\mathscr{G}_{i}\right)$, as in Fig. 3.2A, then when $E$ is removed, this vertex will have two incoming segments and two outgoing ones. To resolve the resulting ambiguity, we introduce a small circular arc which cuts off the ends of elements incident on $Q$, as shown in Fig. 3.2B.

If we take the circular arc sufficiently small, then the incidence relation of an element being incident on the arc will be equivalent to the relation that an element is incident on the vertex, $Q$, and $P$, the point referred to by the theorem statement, lies outside the arc.

Removing $E$ from $\mathscr{G}_{i}$ breaks the arc about $Q$ into two subarcs as shown in Fig. 3.2C, and each subarc has a unique outgoing boundary segment. Hence C 4 is satisfied by $\mathscr{G}_{i+1}$ in the sense that each vertex, or small circular arc, has at most one boundary edge directed away from it. This is sufficient to allow the conclusions of the previous theorems and lemmas to apply to $\gamma\left(\mathscr{G}_{i+1}\right)$. We conclude, then, that $\gamma\left(\mathscr{G}_{i+1}\right)$ is a set of boundary curves for a possibly disconnected domain in the plane. If it is disconnected, then $P$ will lie in one of the components and we can discard from $\mathscr{C}_{i+1}$ all elements not intersecting this component and the reduced $\mathscr{G}_{i+1}$ will still satisfy ( $3.2 \mathrm{a}, \mathrm{b}$ ).
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Eventually this induction process leads to a subset of elements, $\mathscr{G}_{F}$, for which every element with an edge in $\gamma\left(\mathscr{G}_{F}\right)$ contains $P$. If $\mathscr{G}_{F}$ contains more than one element, then $\gamma\left(\mathscr{G}_{F}\right)$ has edges from more than one element, so suppose this latter to be the case. A point, $Q$, on an edge in $\gamma\left(\mathscr{G}_{F}\right)$ belonging to element $E \in \mathscr{G}_{F}$ can be joined to $P$ by an arc lying in $E$. At $Q$, this arc lies in exactly one element, whereas at $P$ it lies in more than one, violating Lemma 1 . Hence $\mathscr{G}_{F}$ consists of one element and the theorem is proven.
4. Construction of an element neighbors list and verification of $\mathbf{C} 2$. To verify C 2 , we build two lists which are useful in a variety of contexts in the finite element method, a list of elements incident on a given vertex, and a list of neighbors of each element. A convenient method for building these lists is described by Lewis and Robinson in [11] and the basic ideas have doubtless been used in many implementations of the finite element method. By adding some refinements to the basic ideas, we obtain an algorithm which serves both the purposes of building these lists and checking C 2 of the mesh definition.

The method first constructs a vertex incidence list, i.e., a list whose $k$ th entry is the sublist $e(i, k), i=1,2, \cdots, K(k)$, where $e(i, k)$ is the index of an element incident on vertex $k$. $K(k)$ then is the number of elements incident at vertex $k$. The algorithm builds the sublists $e(i, k)$, for each $k$ in increasing order, i.e., $e(i, k)<e(i+1, k)$, and it is convenient for searching of these sublists to add a guard entry at the end of each sublist,
$e(i, K(k)+1)$ with the value $N_{e}+1$. The algorithm is:

$$
\begin{gathered}
\text { for } k=1 \text { to } N_{v} \\
K(k) \leftarrow 0 \\
\text { for } j=1 \text { to } N_{e} \\
\text { for } i=1 \text { to } I(j) \\
k \leftarrow v(i, j) \\
m \leftarrow K(k)+1 \\
e(m, k) \leftarrow j \\
K(k) \leftarrow m \\
\text { for } k=1 \text { to } N_{v} \\
e(K(k)+1, k) \leftarrow N_{e}+1
\end{gathered}
$$

Note that the success of this algorithm does not depend on the order of the vertex indices in the element incidence sublists. In particular, then, its success does not depend on the vertex orientation requirements of C 1 nor the edge consistency requirements of C 2 .

From this list, the algorithm constructs an element neighbors list, which is a list of $N_{e}$ entries in which the $j$ th entry is a sublist, $n(i, j), i=1,2, \ldots, I(j)$, with $n(i, j)$ being the index of the neighbor of element $j$ on its $i$ th edge, or zero if this edge is a boundary edge. The algorithm for constructing this list consists of a synchronized scan over the element incidence list and the boundary reference table examining the edges of elements in order. If element $j$ has a neighbor on its $i$ th edge, of index $l>j$ then this can be determined by searching the vertex incidence sublists of vertices $v(i, j)$ and $v(\bar{i}+1, j)$, the endpoints of the $i$ th edge, for a common entry (recall (2.1), $\bar{i} \equiv$ $i \bmod I(j)$ ). This search is described in the next algorithm, which is labelled as a procedure returning the common entry's value in a variable named $l$ so that it can be referred to in the subsequent part of this section. The variables of our discussion are regarded as global to the procedure, and comments are enclosed in face brackets.

```
procedure find the common entry \([l]\)
\(v 1 \leftarrow v(i, j)\)
\(\bar{i} \leftarrow i \bmod I(j)\)
\(v 2 \leftarrow v(\bar{i}+1, j)\)
\(p 1 \leftarrow 1\)
\(p 2 \leftarrow 1\)
while \((e(p 1, v 1) \leqq j) \quad p 1 \leftarrow p 1+1\)
while \((e(p 2, v 2) \leqq j) \quad p 2 \leftarrow p 2+1\)
while \(e(p 1, v 1) \neq e(p 2, v 2)\)
    if \(e(p 1, v 1)<e(p 2, v 2)\)
        then \(p 1 \leftarrow p 1+1\)
        else \(p 2 \leftarrow p 2+1\)
```

$l \leftarrow e(p 1, v 1)$

The choice of guard entry at the end of each sublist ensures that the while loops terminate. If $l$ is returned with value $N_{e}+1$, then no common entry was found. If $l \leqq N_{e}$ is returned, then it is known that $v(i, j)$ and $v(\bar{i}+1, j)$ appear in element incidence sublist for $E(l)$, but it is not assured that $v(\bar{i}+1, j)$ immediately precedes $v(i, j)$, as is necessary for $E(l)$ to be an edge consistent neighbour of $E(j)$ according to C2. The
following algorithm checks for a local edge numbers, $m$ of $E(l)$ returning $m$ if the $m$ th edge of $E(l)$ is consistent with the $i$ th edge of $E(j)$ and -m otherwise.

```
procedure find complementary local edge number [ \(m\) ]
\(m \leftarrow 1\)
\(\bar{i} \leftarrow i \bmod I(j)\)
while \((v(m, l) \neq v(\bar{i}+1, j)) \quad m \leftarrow m+1\)
\(\bar{m} \leftarrow m \bmod I(l)\)
if \(v(\bar{m}+1, l) \neq v(i, j)\) then \(m=-m\)
```

The verification of $\mathbf{C} 2$ requires a check that each edge of each element is either an internal edge or a boundary edge. This information can then be used to verify that the boundary reference table contains references to boundary edges exclusively and exhaustively. Initially, the neighbors list is set to zero.

The verification is then carried out as in algorithm (4.3) by a scan over the mesh edges in element order. The first step of the check is to establish the presence or absence of a neighbor on this edge. Procedure (4.1), find common entry, is used to determine the presence of a neighbor of index $l>j$. If one is found, then a check is made to ensure that a second neighbor of index less than $j$ has not already been recorded in the neighbors list. If not, $l$ is assigned to $n(i, j)$; the edge consistency between these neighbors is checked using (4.2), and the presence of element $j$ as a neighbor of element $l$ is recorded. This latter assignment is made regardless of edge consistency so that the $m$ th edge of element $l$ will not be interpreted as a boundary edge later in the scan. When the status of a neighbor for the $i$ th edge of the $j$ th element has been determined, the consistency of the boundary reference table can be assessed. A scan of this table is synchronized with the scan of element edges by maintaining a pointer, $k$, into the table. The discovery of violation of C 2 , or the inconsistency of the boundary reference table, is marked in the algorithm by comments, which in an implementation would be replaced by an error recording and/or reporting mechanism. If no violation of C 2 is encountered, a valid element neighbors list is constructed. If the boundary reference table were not constructed a priori, then the section of (4.3) which validates it could be replaced by a section which constructs it.

```
for j=1 to Ne {scan elements}
    for i=1 to I(j) {scan edge of jth element}
        {establish presence of a neighbor}
        find common entry[l] {via (4.1)}
        if l\leqq Ne
            then
            if }n(i,j)\not=
                    then {violation of C2, multiple neighbors}
                    else {one neighbor of index l>j}
                        n(i,j)\leftarrowl
                find complementary local edge number [m]{via (4.2)}
                if m>0
                        then }n(m,l)\leftarrow
                        else {violation of C2, edge inconsistency}
                        n(-m,l)\leftarrowj
        {check consistency of boundary reference table}
        if b(1,k)=j and b(2,k)=i
```

```
then
    if \(n(i, j) \neq 0\)
        then \{brt inconsistent, contains reference to internal edge\}
        if \(k<N_{b}\)
            then \(k \leftarrow k+1\)
else
    if \(n(i, j)=0\)
        then \{brt inconsistent, reference to boundary edge omitted\}
```

As a rough guide to the expected running time characteristics of (4.3), it can be seen from the looping structure that if the elements have a fixed, or bounded, number of sides, and a bounded number of them can be incident on any one vertex, then the running times can be expected to be linear with respect to $N_{e}$ and $N_{b}$, with dependence on $N_{e}$ being the dominant effect.
5. Verification of $\mathbf{C} 3$ and $\mathbf{C 4}$. Algorithm (4.3), which checks condition C 2 of the mesh definition and the consistency of the boundary reference table, is the first of three major steps in verifying the mesh. The second involves a pairwise comparison of entries in the boundary reference table to check C 4 and part of condition C 3 of the definition. In this step, the number of independent boundary curves is determined for the third major step, which verifies condition C 1 and the remaining part of C 3 in a scan over the element list. The algorithms for these steps are designed so that they can each be run independently of the outcome of the previous ones to provide as much diagnostic information as possible about invalid meshes.

Several comments are in order before we embark on a more detailed discussion of these steps. In the preceding sections, the geometric shape of the finite elements of the mesh played little role so there was no benefit to restricting this shape beyond its being a general polygonal domain. However, such generality adds considerable complexity to the discussion of this section, which seems unwarranted since most of the meshes in common use consist of triangles and quadrilaterals. We shall discuss triangular elements, pointing out that the algorithm extends directly to elements which can be triangulated conveniently.

We have assumed that the lists to be verified do represent a valid collection of triangles, e.g., that the values of the entries in the incidence list and boundary reference table fall in the correct ranges, or that the entries in the vertex coordinate list are unique. Such a check would be a useful part of a mesh verification program, but conditions that the lists represent triangles are fairly obvious and can be checked by simple inspection algorithms.

The third condition of the definition, C3, requires that no interval of a boundary edge intersect any mesh element other than the one of which it is an edge. It can be seen from the proof of Theorem 1 in $\S 3$ that the boundary edges of a collection of triangles satisfying conditions C2 and C4 of the definition form a set of simple oriented closed polygonal curves which do not cross at the vertices of the mesh. Suppose that one vertex $P$, of such a curve is known to lie outside each element except those on which it is incident. We shall refer to $P$ as the starting vertex for this boundary curve, and we shall refer to the order in which the edges appear when the boundary curve is traverse from $P$ in the direction of its orientation as curve order. If any edge in the curve intersects an element of the collection of triangles in the manner forbidden by C 3 , then there must be a first such edge in the curve order or edges, and this first edge must intersect some boundary edge. The intersection may occur at the endpoint ( = vertex) of one of the two
edges involved, but not both, or a violation of C4 occurs. Hence condition C3 may be divided into two subcriteria.

C3(i) Check one point of each boundary curve to ensure that it lies outside every element on which it is not incident.
C3(ii) Check that no two boundary edges intersect unless they are consecutive edges of a boundary curve.

The second major step of the mesh verification algorithm described below at (5.6) checks criterion C 3 (ii) and condition C 4 . The outline of an algorithm for determining when two or more of a set of $N_{b}$ line segments intersect which runs in times $O\left(N_{b} \log \left(N_{b}\right)\right)$ has been described by Shamos and Hoey in [14], which also shows that this behavior is asymptotically optimal for this task. We describe here a simpler algorithm which can be expected to run in times $O\left(N_{b}^{2}\right)$, noting that the first step of the verification process is generally $O\left(N_{e}\right)$, and for most region shapes $O\left(N_{b}^{2}\right)=O\left(N_{e}\right)$.

An edge will be referred to as checked when criterion C3(ii) has been examined for it, which involves comparing the edge to every other unchecked boundary edge of the collection of triangles, except its predecessor and successor in curve order. The check of a boundary edge from the vertex of index $p$ to that of index $q$ uses the function

$$
\begin{equation*}
f_{p, q}(x, y)=(y(q)-y(p))(x-x(p))-(x(q)-x(p))(y-y(p)) \tag{5.3}
\end{equation*}
$$

which vanishes only for $(x, y)$ on the line through the vertices and takes values of opposite sign for points on opposite sides of this line. If $r$ and $s$ are the indices of two other vertices, then the line segment from $r$ to $s$ intersects that from $p$ to $q$ only if

$$
\begin{align*}
& f_{p, q}(x(r), y(r)) f_{p, q}(x(s), y(s)) \leqq 0 \quad \text { and }  \tag{5.4}\\
& f_{r, s}(x(p), y(p)) f_{r, s}(x(q), y(q)) \leqq 0 . \tag{5.5}
\end{align*}
$$

The boundary edges are checked along each boundary curve in curve order. For the scanning of a curve, three pointer variables into the boundary reference table are used; a pointer named start which marks the starting vertex of the first edge of a curve to be checked, a pointer, $k$, into this table is maintained to reference the edge currently being checked, and a pointer, next, is maintained to the successor of edge $k$. When next coincides with start, the curve has been scanned. If unchecked boundary edges remain, it is necessary to reinitialize start on a new boundary curve.

To keep track of which edges have been checked, algorithm (5.6) uses a temporary boolean array of length $N_{b}$ named "checked" with "checked $(k)=$ true" when the edge described by the $k$ th entry of the boundary reference table has been checked. This step of the algorithm also determines the number of distinct boundary curves, and the indices of one vertex on each curve, which is used by the third step of the verification algorithm to check criterion C3(i). This information is stored in algorithm variable " $n$ curves" and array " $b v(\mathbf{i}), i=1$ to $n$ curves" respectively.

The algorithm (5.6) requires a valid boundary reference table, as provided from algorithm (4.3) of the preceeding section. As long as C2 and C4 are not violated, then each boundary edge has a unique successor (Theorem 1 of $\S 3$ ) so that the algorithm can proceed to check all edges. However, if a violation of these conditions has occurred this is no longer guaranteed, which could result in an infinite loop developing during the scanning of a boundary curve's edges. Hence, the outer control structure of algorithm (5.6) is a "while" loop with two exit criteria, (a) $n$ checked $=N_{b}$, regarded as the "normal" exit, although it may occur with invalid as well as valid meshes, and (b) next $=k$ indicating that no successor was found for the edge referenced by the $k$ th entry
of the boundary reference table, which can only occur for an invalid mesh. Algorithm (5.6) requires the following initializations of variables:

| $n$ curves | $\leftarrow 0$ |
| :--- | :---: |
| $n$ checked | $\leftarrow 0$ |
| $k$ | $\leftarrow 0$ |
| next | $\leftarrow 1$ |
| start | $\leftarrow 1$ |
| for $m=1 \quad$ to $N_{b}$ |  |
| checked $(m) \leftarrow$ false |  |

while $n$ checked $<N_{b}$ and next $\neq k$
\{check if current boundary curve is complete\}
if next $=$ start
then \{initialize next to start of new boundary curve\}
next $\leftarrow 1$
while checked (next) next $\leftarrow$ next +1
start $\leftarrow$ next
$n$ curves $\leftarrow n$ curves +1
$b v(n$ curves $) \leftarrow v(b(2$, start $), b(1$, start $))$
$k \leftarrow$ next
$p \leftarrow v(b(2, k), b(1, k))$
$q \leftarrow v(\overline{b(2, k})+1, b(1, k))$
for $m=1 \quad$ to $\quad N_{b}$
if $m \neq k$ \{check $m$ th boundary edge against $k$ th \} then
$r \leftarrow v(b(2, m), b(1, m))$
$s \leftarrow v(\overline{b(2, m)}+1, b(1, m))$
if $p=r$
then \{violation of C4\}
if $q=r$
then $\{m$ th edge is successor of $k$ th edge $\}$
next $\leftarrow m$
else
if not checked ( $m$ )
then
if edges intersect \{using (5.4)\}
then \{violation of C3 (ii) \}
$n$ checked $\leftarrow n$ checked +1
checked $(k) \leftarrow$ true
\{end of while loop\}
The third major step of the algorithm involves a scan over the elements to verify C 1 , i.e., that their vertices are listed in the element incidence list in counter clockwise order, and C 3 (i) of (5.1), i.e., the starting vertices of the boundary curves do not lie in elements other than those of which they are incident as vertices. These checks can be conveniently implemented for triangular elements using the familiar transformation to the area coordinates of an element. For completeness, we review the formulae for this transformation, which can be found, e.g., in [19]. Let the coordinates of the $j$ th element be

$$
\begin{equation*}
x_{k}=x(v(k, j)), \quad y_{k}=y(v(k, j)), \quad k=1,2,3 \tag{5.7}
\end{equation*}
$$

and let

$$
D=\operatorname{det}\left|\begin{array}{lll}
1 & x_{1} & y_{1}  \tag{5.8}\\
1 & x_{2} & y_{2} \\
1 & x_{3} & y_{3}
\end{array}\right|
$$

$$
\begin{array}{lll}
A_{1}=\left(y_{2}-y_{3}\right) / D, & B_{1}=\left(x_{3}-x_{2}\right) / D, & C_{1}=\left(x_{2} y_{3}-x_{3} y_{2}\right) / D, \\
A_{2}=\left(y_{3}-y_{1}\right) / D, & B_{2}=\left(x_{1}-x_{3}\right) / D, & C_{2}=\left(x_{3} y_{1}-x_{1} y_{3}\right) / D, \\
A_{3}=\left(y_{1}-y_{2}\right) / D, & B_{3}=\left(x_{2}-x_{1}\right) / D, & C_{3}=\left(x_{1} y_{2}-x_{2} y_{1}\right) / D .
\end{array}
$$

Then the area coordinates relative to the triangle $E(j)$ of a point of the plane having Cartesian coordinates $(x, y)$ are the three numbers

$$
\begin{equation*}
L_{i}(x, y)=A_{i} x+B_{i} y+C_{i}, \quad i=1,2,3 . \tag{5.9}
\end{equation*}
$$

Their significance to our discussion is that $(x, y)$ lies in $E(j)$ if and only if $0 \leqq L_{i}(x, y) \leqq 1$ for $i=1,2,3$. Moreover, the vertices of $E(j)$ form a triangle and are specified in counter clockwise order if and only if $D>0$.

The scan for verifying C 1 and $\mathrm{C} 3(\mathrm{i})$ can be described by the following algorithm, using data concerning the number of boundary curves and a starting vertex on each, $n$ curves and $b v(i), i=1$ to curves from (5.6) and the vertex incidence list, $e(k, n), k=1$ to $K(n), n=1$ to $N_{v}$ from (4.3).

```
for \(j=1\) to \(N_{e}\)
    compute \(D\) \{via (5.8) \(\}\)
    if \(D \leqq 0\)
            then \{violation of C1\}
    for \(n=1\) to \(n\) curves
                \{check if element \(j\) is incident on vertex of index \(b v(n)\}\)
            for \(k=1 \quad\) to \(\quad K(b v(n))\)
            if \(j=e(k, b v(n))\)
                    then incident \(\leftarrow\) true
            if not incident
                    then \{check if vertex of index \(b v(n)\) lies in element \(j\}\)
                    \(x \leftarrow x(b v(n))\)
                    \(y \leftarrow y(b v(n))\)
            compute \(A_{1}, B_{1}, C_{1}, L_{1}(x, y) \quad\{\) via (5.8) \(\}\)
            if \(0 \leqq L_{1} \leqq 1\)
                    then
                            compute \(A_{2}, B_{2}, C_{2}, L_{2}(x, y) \quad\{\operatorname{via}(5.8)\}\)
                            if \(0 \leqq L_{2} \leqq 1\)
                            then
                            compute \(A_{3}, B_{3}, C_{3}, L_{3}(x, y) \quad\{\) via (5.8) \(\}\)
                                    if \(0 \leqq L_{3} \leqq 1\)
                                    then \{violation of C3(i)\}
```

6. Performance of a FORTRAN implementation. A FORTRAN implementation of the mesh verification algorithm has been prepared and some tests run on regular meshes to provide some evidence of run time performance, which we discuss here; some tests have been run as well to check out the various mesh errors detected, which are not reported here. The meshes for the performance tests comprise two
families, each characterized by a parameter $N$ which is proportional to the number of elements in the mesh. One family is a collection of valid meshes on a hollow square, as shown in Fig. 6.1, and having $3 \sqrt{N}$ triangle edges along each outer side of the square, and $\sqrt{N}$ triangle edges along the inner sides of the "hollow". The second family is a collection of invalid "meshes" created by folding the meshes of the first family along the line $y=x / 3$, i.e., by applying the tranformation

$$
(\bar{x}, \bar{y})= \begin{cases}(x, y) & \text { if } y \geqq x / 3, \\ \frac{1}{5}(4 x+3 y, 3 x-4 y) & \text { if } y<x / 3 .\end{cases}
$$



FIG. 6.1

The meshes are quite regular in the sense that 6 triangles meet at each interior vertex, and less than 6 meet at each boundary vertex; hence one would expect the algorithm's running time to be proportional to $N$. The Fortran implementation used for the test was compiled using the IBM optimizing compiler, Fortran H extended, and executed on the University of Waterloo's IBM 3031. For the tests involving the invalid meshes, the details of the mesh error were determined in each case, but the detailed output of these details was not performed.

The running time for the algorithm to check meshes 1600 to 4096 triangles are shown in Tables 6.1 and 6.2, along with slopes of successive line segments of the graph of running times versus $N$. The algorithm seems clearly to be behaving as linear in the number of triangles in the mesh, at least over this range of meshes. It can be seen that there is a slight premium to be paid for the determination of the nature of the errors in the invalid meshes.
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TABLE 6.1
Test timings for valid mesh on hollow square.

| $i$ | $\boldsymbol{N}_{\boldsymbol{i}}$ | No. of <br> Triangles | time $=\boldsymbol{t}_{i}$ <br> $($ seconds $)$ | Slope $=$ <br> $\left(\boldsymbol{t}_{\boldsymbol{i}}-\boldsymbol{t}_{\boldsymbol{i}-1}\right) /\left(\boldsymbol{N}_{\boldsymbol{i}}-\boldsymbol{N}_{\boldsymbol{i}-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | 1,600 | 3.7 | - |
| 2 | 144 | 2,304 | 5.3 | .036 |
| 3 | 196 | 3,136 | 7.3 | .038 |
| 4 | 256 | 4,096 | 9.5 | .037 |

TABLE 6.2
Test timings for invalid (folded) mesh on hollow square.

| $i$ | $N_{i}$ | No. of <br> Triangles | time $=t_{i}$ <br> $($ seconds $)$ | Slope <br> $\left(t_{i}-t_{i-1}\right) /\left(N_{i}-N_{i-1}\right)$ | No. of errors <br> reported |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | 1,600 | 4.4 | - | 254 |
| 2 | 144 | 2,304 | 6.3 | .043 | 375 |
| 3 | 196 | 3,136 | 0.5 | .042 | 522 |
| 4 | 256 | 4,096 | 11.2 | .045 | 692 |
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# A BIDIAGONALIZATION-REGULARIZATION PROCEDURE FOR LARGE SCALE DISCRETIZATIONS OF ILL-POSED PROBLEMS* 
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#### Abstract

In this paper, we consider ill-posed problems which discretize to linear least squares problems with matrices $K$ of high dimensions. The algorithm proposed uses $K$ only as an operator and does not need to explicitly store or modify it. A method related to one of Lanczos is used to project the problem onto a subspace for which $K$ is bidiagonal. It is then an easy matter to solve the projected problem by standard regularization techniques. These ideas are illustrated with some integral equations of the first kind with convolution kernels, and sample numerical results are given.
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1. Introduction. In this paper we discuss techniques applicable to the solution of those ill-posed problems which, upon discretization, give rise to large linear systems of equations. In particular, our examples are drawn from integral equations of the first kind,

$$
\int_{a}^{b} k(s, t) f(t) d t=g(s)
$$

or

$$
\min _{f}\left\|\int_{a}^{b} k(s, t) f(t) d t-g(s)\right\|^{2},
$$

which discretize to the linear system

$$
\begin{array}{ll}
K f=g, & K: m \times n, \quad m \geqq n, \\
& f: n \times 1, \\
& g: m \times 1
\end{array}
$$

or to the minimization problem

$$
\min _{f}\|K f-g\|_{2}^{2} .
$$

Such continuous problems are characterized by the fact that small changes in the function $g$ can cause large changes in $f$. This is reflected in the discrete problem by ill-conditioning in the matrix $K$. Since such perturbations can be due to unavoidable noise in measurements of $g$ or to roundoff errors in the calculation, algorithms for numerical solution of the discretized problem must be designed to minimize the effects of these perturbations.

Various techniques for solving linear ill-posed problems are discussed in a good survey paper by Björck and Eldén [3]. We do not attempt an exhaustive review of

[^56]these techniques here, but note that two of the most popular methods are based on the following techniques:
(1) Regularization. We use this term in a broad sense [3] to describe methods which replace the original operator by a related one which diminishes the effects of errors in the data. For example, the function to be minimized might be replaced by
$$
\min _{f}\|K f-g\|_{2}^{2}+\gamma\|f\|_{L}^{2}
$$
where $\|f\|_{L}^{2}=f^{*} L^{*} L f$ for some full rank matrix $L, \gamma$ is a positive scalar parameter, and the superscript ${ }^{*}$ denotes complex conjugate transpose. This is equivalent to solving the system of equations
$$
\left(K^{*} K+\gamma L^{*} L\right) f=K^{*} g .
$$

Thus the operator $K^{*} K$ of the normal equations for the original problem has been replaced by an operator $K^{*} K+\gamma L^{*} L$. The choices of $\gamma$ and $L$, guided by the physical characteristics of the problem and of the noise, give a problem for which the operator is better conditioned but which has a solution close, in some sense, to that of the original problem.
(2) Projection. The approximate solution $f$ is constrained to lie in a specified subspace given by the columns of a matrix $V$. In this case we have a modified problem,

$$
\min _{h}\|K V h-g\|_{2}^{2}
$$

or

$$
V^{*} K^{*} K V h=V^{*} K^{*} g, \quad f=V h .
$$

The new operator, $V^{*} K^{*} K V$, is $K^{*} K$ restricted to a subspace upon which it is better conditioned.

The technique we consider is a projection-regularization method. In the first step, the problem is projected onto a subspace defined by a bidiagonalization algorithm. The restricted operator is typically still ill-conditioned. In the second step a regularization is applied on the subspace. The reason for this approach is that regularization of the restricted problem can be less expensive and, if the subspace is chosen properly, the final results are not significantly degraded. The algorithm and its properties are presented in § 2. Potential applications of the algorithm include:
(i) Problems for which $n$ multiplications by the operator $K$ are significantly less expensive than factorization of the matrix.
(ii) Problems for which storage does not permit regularization of the original problem.
Thus, problems for which $K$ is sparse or $K$ is structured so that its storage and matrix-vector multiplication time are both less than $O(m n)$ are possible candidates for this algorithm. Examples of such problems and sample computational results are given in § 4.
2. The bidiagonalization-regularization algorithm. The algorithm proceeds in two steps. First the problem is reduced to one on a subspace which is computationally much more economical. Then standard techniques of regularization can be used on the reduced problem. The two steps are defined in §§ 2.1 and 2.2 , and properties of the algorithm are discussed in § 2.3. A different algorithm based on bidiagonalization has been proposed independently in [2].
2.1 The Lanczos bidiagonalization. The subspace chosen over which to solve the problem is that generated by the "Lanczos" algorithm for bidiagonalization. This algorithm was investigated by Paige [20], named and described in block form by Golub, Luk and Overton [11] and used in a different context by Moler and Stewart [19]. It is a specific computational implementation of the bidiagonalization procedure of Golub and Kahan [10], proposed as the first step of computing the singular value decomposition of a matrix. It is related to ideas of Lanczos [16] and [17].

The Lanczos bidiagonalization algorithm takes an $m \times n$ matrix $K$ and factors it as

$$
\begin{array}{ll}
U^{*} K Q=B, & U: m \times m, \\
& B: m \times n, \\
& Q: n \times n
\end{array}
$$

or

$$
K=U B Q^{*},
$$

where $U$ and $Q$ are orthonormal,

$$
U^{*} U=I, \quad Q^{*} Q=I
$$

and $B$ is bidiagonal,

$$
B=\left[\begin{array}{llllll}
\alpha_{1} & \beta_{1} & & & & \\
& \alpha_{2} & \beta_{2} & & & \\
& & \cdot & \cdot & \cdot & \\
& & & \cdot & \cdot & \beta_{n-1} \\
& & & & & \alpha_{n} \\
\hline & & & & & \\
\hline & & & &
\end{array}\right]
$$

This is done using very elementary manipulations: we need to form the product of $K$ and $K^{*}$ with various vectors and to take linear combinations and inner products of vectors. Furthermore, rather than carrying out the full algorithm, it can be terminated early to give a factorization of $K$ as an operator over a subspace:

$$
\begin{array}{ll}
U_{k}^{*} K Q_{k}=B_{k}, & U_{k}: m \times k, \\
& Q_{k}: n \times k, \\
& B_{k}: k \times k,
\end{array}
$$

where

$$
\begin{gathered}
B_{k}=\left[\begin{array}{llllll}
\alpha_{1} & \beta_{1} & & & & \\
& \alpha_{2} & \beta_{2} & & & \\
& & \cdot & \cdot & \cdot & \\
& & & & \cdot & \beta_{k-1} \\
& & & & & \alpha_{k}
\end{array}\right], \\
U_{k}^{*} U_{k}=I, \quad Q_{k}^{*} Q_{k}=I .
\end{gathered}
$$

The matrix $B$ has the same singular values as $K$, and the singular values of $B_{k}$ can be shown to be close to certain of $K$ 's, typically its largest and smallest [11].

The algorithm can be derived from the relations $K Q=U B$ and $U^{*} K=B Q^{*}$. It proceeds as follows [11].

Given $K: m \times n$ and $z_{1}: n \times 1$ an arbitrary nonzero vector, set

$$
q=\frac{z_{1}}{\left\|z_{1}\right\|}, \quad y_{1}=K q_{1}, \quad \alpha_{1}=\left\|y_{1}\right\|, \quad u_{1}=\frac{y_{1}}{\alpha_{1}} .
$$

For $i=1,2, \cdots, k-1$,

$$
\begin{aligned}
& z_{i+1}=K^{*} u_{i}-\alpha_{i} q_{i}, \quad \beta_{i}=\left\|z_{i+1}\right\|, \\
& q_{i+1}=\frac{z_{i+1}}{\beta_{i}}, \\
& y_{i+1}=K q_{i+1}-\beta_{i} u_{i}, \quad \alpha_{i+1}=\left\|y_{i+1}\right\|, \\
& u_{i+1}=\frac{y_{i+1}}{\alpha_{i+1}} .
\end{aligned}
$$

The vector $q_{i}\left(u_{i}\right)$ is the $i$ th column of the matrix $Q(U)$.
Operations counts and properties of the algorithm will be discussed in § 2.3.
2.2 Regularization of the bidiagonal problem. Our original discretized problem was to solve

$$
\min _{f}\|K f-g\|_{2}^{2}
$$

If we decide to consider only those vectors $f$ contained in the subspace spanned by the columns of $Q_{k}$, i.e.,

$$
f=Q_{k} h \quad \text { for some } h: k \times 1,
$$

and try to minimize the residual only in the directions spanned by the columns of $U_{k}$, we have the reduced problem

$$
\min _{h}\left\|U_{k}^{*}\left(K Q_{k} h-g\right)\right\|_{2}^{2}=\min _{h}\left\|B_{k} h-U_{k}^{*} g\right\|_{2}^{2}
$$

This problem is typically still highly ill-conditioned, because while the matrix $B_{k}$ usually contains very good approximations to the large singular values of $\boldsymbol{K}$ [11], it also has singular values which are rough approximations to the small ones. Thus forming and solving the normal equations

$$
B_{k}^{*} B_{k} h=B_{k}^{*} U_{k}^{*} g
$$

will probably not give an acceptable solution. On the other hand, we have reduced our problem to one of smaller dimension having a matrix that is bidiagonal. Thus, any of the standard regularization or projection procedures [3] will be economical. For example, we can use a truncated singular value decomposition, (SVD) expressing

$$
\begin{gathered}
B_{k}=V \Sigma W^{*}, \quad W^{*} W=I, \quad V^{*} V=I, \\
\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{k}\right), \quad \sigma_{1} \geqq \sigma_{2} \geqq \cdots \geqq \sigma_{k} \geqq 0,
\end{gathered}
$$

defining a truncated pseudo-inverse for $\Sigma$,

$$
\Sigma_{r}^{+}=\operatorname{diag}\left(\frac{1}{\sigma_{1}}, \cdots, \frac{1}{\sigma_{r}}, 0, \cdots, 0\right)
$$

and then setting

$$
h=W \Sigma_{r}^{+} V^{*} U_{k}^{*} g=\sum_{i=1}^{r} \frac{v_{i}^{*} U_{k}^{*} g}{\sigma_{i}} w_{i},
$$

where $w_{i}\left(v_{i}\right)$ is the $i$ th column of $W(V), \Sigma_{r}=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{r}, 0, \cdots, 0\right), \sigma_{r}>0$, and the superscript " + " denotes the pseudo-inverse. This method might be considered either a regularization method or a projection method.

As another alternative we could take a damped SVD approach, substituting $\alpha_{i} / \sigma_{i}$ for $1 / \sigma_{i}$ in the above expression for $h$, where the $\alpha_{i}$ form a sequence of decreasing positive numbers. The damping factors might be determined using generalized cross validation techniques [9], [28].

These SVD approaches are $O\left(k^{3}\right)$ processes. Even more efficient methods have been suggested by Eldén [6] [7] and Gander [8], basing the regularized solution directly on the bidiagonal form and producing a solution in $O\left(k^{2}\right)$ operations.
2.3 Properties and extensions of the algorithm. For definiteness in the discussion, we assume in this section that a truncated singular value regularization is performed.
(A) The operations count for the Lanczos bidiagonalization is $3(n+m) k$ multiplications plus $2(n+m) k$ additions plus $k$ matrix-vector multiplications involving $K$ and $k-1$ involving $K^{*}$. The SVD, as mentioned above, is $O\left(k^{3}\right)$, and the final solution is calculated in $(n+m) k$ additions and multiplications. Thus if $k$ is small compared with $n$, significant savings can be realized with respect to the cost of the full singular value decomposition algorithm, an $O\left(n^{2} m\right)$ process.
(B) The Lanczos bidiagonalization can easily be implemented with $2 n+2 m+3 k$ storage locations in fast store ( $q, K^{*} u, u, K q, \alpha, \beta, U^{*} g$ ), with the vectors $q$ saved in auxiliary storage as they are computed. For the singular value decomposition, $2 k^{2}+k$ locations are required for $V, W$ and $\Sigma$. To compute the solution, these three matrices are used to form $h$, and then $f$ is formed in $O(n k)$ operations with access to the vectors $q$. Thus, for efficient implementation, the storage requirement is that required for $K$ plus $\max \left(2 n+2 m+3 k, 2 k^{2}+2 k\right)$ in main storage, plus $n k$ in auxiliary to be written and read once sequentially. (By rearranging the algorithm slightly the storage of $V$ could be avoided.)
(C) If several problems are to be solved involving the same operator $K$, it can be more economical to also save the $u$ vectors. In this way, the Lanczos iteration and the singular value decomposition need to be performed only once.
(D) If there is not enough storage available to store the $q$ sequence, the $q$ vectors can be regenerated by running the Lanczos algorithm again using the same starting vector.
(E) For very ill-conditioned problems, reorthogonalization of the $q$ and $u$ vectors may be necessary to preserve computational stability [22], [5], [24]; although in theory $q_{i}^{*} q_{j}=u_{i}^{*} u_{j}=0, i \neq j$, in practice this may be far from being satisfied. In this case it may be necessary to perform modified Gram-Schmidt orthogonalization on the sequences. As each $z_{i}$ is calculated, we would perform the iteration

$$
\text { For } j=i-1, i-2, \cdots, 1, \quad z_{i} \leftarrow z_{i}-\left(z_{i}^{*} q_{j}\right) q_{j},
$$

before normalizing $z_{i}$. A similar process would be performed on the $y$ sequence. This reorthogonalization can be done in a selective manner, depending on the magnitude of the inner product of the $i$ th and $j$ th vectors, or by running the loop from $i-1$ to $i-s$ for some $s<i$. In the case of full reorthogonalization the added cost is $(n+m) k^{2}$.
(F) There are two arbitrary parameters in the method: the number of Lanczos steps ( $k$ ) and the number of retained singular values $(r)$. The choice of these is problem dependent, and needs further investigation. Limited computational experience is summarized in § 4.
(G) For certain singular value distributions, it may be advantageous to use the block Lanczos algorithm of Palmer [23] or Golub, Luk and Overton [11]. This can improve the convergence by reducing the number of vectors $q$ and $u$ necessary for an acceptable solution. The number of accesses to $K$ and $K^{*}$ is reduced by forming their products with several vectors at once; thus the method is also useful, regardless of the singular value distribution, if $K$ is stored in secondary memory and if there is room for one or more extra pairs of vectors of dimension $n$ and $m$ in main memory.
(H) "Preconditioning" techniques can be incorporated either to accelerate convergence or to change the character of the approximate solution. These two uses of preconditioning are described below.
(i) The problem

$$
\min _{f}\|K f-g\|_{2}^{2}
$$

is equivalent to

$$
\min _{\hat{f}}\|K N \hat{f}-g\|_{2}^{2}
$$

where $N$ is any nonsingular $n \times n$ matrix and $f=N \hat{f}$. If the singular value spectrum of $\boldsymbol{K N}$ has better clustering of the singular values than does $K$, the number of Lanczos steps necessary can be significantly reduced. The price paid is an extra matrix-vector multiplication by $N$ and by $N^{*}$ at each iteration. This idea has been exploited previously in the solution of linear systems (e.g., [1], [4]) and certain least squares problems [26].
(ii) A common technique in many of these problems is "filtering" [13]. In this case $K$ and $g$ are both preconditioned by some operator $M$, changing the problem to

$$
\min _{\tilde{f}}\|M K \tilde{f}-M g\|_{2}^{2}
$$

Again the convergence rate is improved if the spectrum of $M K$ has good clustering properties. The regularized solution $\tilde{f}$ will be different from the $f$ above. The operator $\boldsymbol{M}$ should be chosen to filter out undesirable components of $K$ and $g$, for example, highly oscillatory modes which are due to random errors in the measurements.
3. A time series deconvolution problem. We consider a special class of problems for which the algorithm in the previous section is applicable. In the case of interest, the integral equation

$$
\int_{a}^{b} k(s, t) f(t) d t=g(s)
$$

has a kernel of convolution type

$$
k(s, t)=k(s-t)
$$

and $b=s$.

Upon discretization, our problem becomes $K f=g$, where

$$
\boldsymbol{K}=\left[\begin{array}{lllll}
a_{0} & & & & \\
a_{1} & a_{0} & & & \\
\vdots & \vdots & & & \\
a_{n-1} & a_{n-2} & \cdots & a_{0}
\end{array}\right]
$$

Thus $K$ is lower triangular and Toeplitz. The time series involved are "causal," meaning that $k(t), f(t)$ and $g(t)$ are zero for negative values of their arguments. If $k$ is continuous, then $a_{j}$ is small for small values of $j$, and these small numbers near the main diagonal of $K$ cause ill-conditioning and prevent us from solving the system accurately by a simple forward substitution algorithm or by the faster algorithms for solving Toeplitz systems (e.g., [12]).

To understand the nature of this ill-conditioning, it is convenient to study a permuted version of the system, formed by reordering the equations from last to first:

$$
\left[\begin{array}{cccc}
a_{n-1} & a_{n-2} & \cdots & a_{0} \\
\vdots & \cdot & &
\end{array}\right]\left[\begin{array}{c}
f_{0} \\
\vdots \\
a_{0}
\end{array}\right]
$$

We denote this reordered system by $K^{*} f=g^{*}$ and note that $K=P K^{*}$, where $P$ is the permutation matrix formed by writing the rows of the identity matrix from last to first. $K^{\#}$ is a Hankel matrix and is indefinite.

Now $K$ is a defective matrix; it has $n$ eigenvalues equal to $a_{0}$ but only one eigenvector, the last unit vector $e_{n}=[0, \cdots, 0,1]^{T}$. But $K^{*}$ is symmetric and thus has a full set of orthonormal real eigenvectors $w_{i}$ with eigenvalues $\sigma_{i}$ :

$$
K^{\#} w_{i}=\sigma_{i} w_{i}, \quad i=1,2, \cdots, n
$$

or

$$
K^{\#}=W \Sigma W^{T},
$$

where

$$
\begin{gathered}
W=\left[w_{1}, \cdots, w_{n}\right], \quad \\
\Sigma=\left[\begin{array}{ll}
\sigma_{1} & \\
& \\
& \\
& \cdot \\
& \\
& \\
& \\
\sigma_{n}
\end{array}\right], \\
\left|\sigma_{1}\right| \geqq\left|\sigma_{2}\right| \geqq \cdots \geqq\left|\sigma_{n}\right| \geqq 0 .
\end{gathered}
$$

Thus $K=P K^{*}=(P W) \Sigma W^{T}$ and this, aside from the signs of the $\sigma_{i}$ and those of the columns of $P W$, is the singular value decomposition of $K$. Therefore, we have a representation of $K$ as a sum of $n$ rank one matrices:

$$
K=\sum_{i=1}^{n} \sigma_{i} w_{i}^{\#} w_{i}^{T}, \quad w_{i}^{\#}=P w_{i} .
$$

If $K$ is nonsingular ( $a_{0} \neq 0$ ), its inverse is

$$
K^{-1}=\sum_{i=1}^{n} \frac{1}{\sigma_{i}} w_{i}^{\#} w_{i}^{T} .
$$

If $K$ is singular ( $a_{0}=0$ ), we have the pseudo-inverse

$$
K^{+}=\sum_{i=1}^{r} \frac{1}{\sigma_{i}} w_{i}^{\#} w_{i}^{T},
$$

where $\left|\sigma_{r}\right|>0, \sigma_{r+1}=\cdots=\sigma_{n}=0$.
From the decomposition above we can isolate the source of trouble in solving the linear system $K^{\#} f=g^{\#}$. (A similar analysis could be performed for the continuous problem.) Suppose that $a_{0}, \cdots, a_{s-1}$ are zero. Then

$$
K^{\#}=\left[\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right]
$$

This matrix has $n-s$ eigenvalues equal to those of $A$, with eigenvectors of the form

$$
\left[\begin{array}{c}
\bar{w}_{i} \\
0
\end{array}\right], \quad \bar{w}_{i}:(n-s) \times 1
$$

and $s$ zero eigenvalues equal to those of $A$, with eigenvectors

$$
\left[\begin{array}{c}
0 \\
e_{i}
\end{array}\right]
$$

where the $e_{i}$ are $s \times 1$ unit vectors. If $a_{0}, \cdots, a_{s-1}$ are small rather than zero, the eigenstructure will be similar, but all of the zeros will be perturbed slightly [29]. The unregularized solution to the problem is given by

$$
f=\sum_{i=1}^{n} \frac{1}{\sigma_{i}} w_{i}^{T} g^{\#} w_{i}^{\#}
$$

Thus there will be large contributions to the solution from the small singular values if $g^{*}$ has any components in a direction $\left[0, e_{i}\right]^{T}, i=1, \cdots, s$. This means that noise in the first part of the vector $g$ will be magnified by large factors and added to the last part of the solution vector $f$.

In some of these problems it was observed that the Fourier vectors are approximate eigenvectors for $K^{\#}$. This can be explained by considering the problem in the frequency domain rather than the time domain. Let the matrix $F$ be defined by

$$
f_{j l}=\frac{1}{\sqrt{n}} e^{2 \pi i j l / n}, \quad l, j=0,1, \cdots, n-1, \quad i=\sqrt{-1}
$$

Then $F^{*} F=I$. Suppose the sequence $\left(a_{n-1}, \cdots, a_{0}\right)$ is band-limited; i.e.,

$$
F^{*}\left[\begin{array}{c}
a_{n-1} \\
\vdots \\
a_{0}
\end{array}\right]=\sum_{j \in J} \delta_{j} e_{j},
$$

where $J$ is an index set of cardinality $m$, small compared with $n$. Then if the norm of the vector $\left[a_{m-1}, \cdots, a_{0}\right.$ ] is small compared with the norm of the full vector [ $a_{n-1}, \cdots, a_{0}$ ], the columns of $F$ corresponding to indices in $J$ are an approximate invariant subspace of $K$; i.e., there is a subset of eigenvectors of $K$ whose span is approximately that of those columns. To see this we form

$$
F^{*} K^{\#} F=\left[\begin{array}{ll}
C_{1} & C_{2} \\
C_{3} & C_{4}
\end{array}\right], \quad C_{1}: m \times m
$$

(where $F$ is reordered if necessary to put the columns with indices $j \in J$ first) and show that $\left\|C_{3}\right\|$ is small. Then, by [27, Thm. 4.11], the desired result follows. Now

$$
F^{*} K^{\#}=\left[\delta, \delta+\left[\begin{array}{c}
\nu_{1} \\
\mu_{1}
\end{array}\right], \cdots, \delta+\left[\begin{array}{c}
\nu_{n-1} \\
\mu_{n-1}
\end{array}\right]\right]
$$

where $\delta=\left(\delta_{1}, \cdots, \delta_{m}, 0, \cdots, 0\right)^{T}$ and the vectors $\nu_{i}$ are $m \times 1$. Now, the norms of the first few vectors $\mu_{i}$ are small because the first few columns of $K^{*}$ differ from its first column by small perturbation terms. The norms of later vectors $\mu_{i}$ are small because the norm of $\delta^{T}+\left[\nu_{i}^{T}, \mu_{i}^{T}\right]$ is equal to the norm of the $i$ th column of $K$, which is small compared with the norm of the first column. Thus $F^{*} K^{\#}$ has small entries in all rows not indexed by $J$, and therefore $F^{*} K^{*} F$ is also small in those rows.

This Fourier property of the eigenvectors means that a truncated singular value decomposition often gives results indistinguishable from filtering.

In using the algorithm of $\S 2$, we can take advantage of three simplifications:
(1) Since $K^{*}$ is symmetric, we can use the Lanczos tridiagonalization procedure [17], [21] rather than bidiagonalization. This requires approximately half of the work and storage, since the $u$ sequence is redundant, and only one matrix multiplication is needed per step. The resulting algorithm is:

Given $K^{\#}$ and $z_{1}: n \times 1$, an arbitrary nonzero vector, set

$$
q_{1}=\frac{z_{1}}{\left\|z_{1}\right\|}, \quad \Psi_{1}=1
$$

For $i=1,2, \cdots, k-1$

$$
\begin{aligned}
& z_{i+1}=K^{\#} q_{i}-\theta_{i} q_{i}-\Psi_{i} q_{i-1}, \\
& \theta_{i}=q_{i}^{T} K^{\#} q_{i}, \\
& \Psi_{i+1}=\left\|z_{i+1}\right\|, \\
& q_{i+1}=\frac{z_{i+1}}{\Psi_{i+1}} .
\end{aligned}
$$

The algorithm performs better numerically if $\theta_{i}$ is calculated as $q_{i}^{T}\left(K^{\#} q_{i}-\Psi_{i} q_{i-1}\right)$.
(2) Since the resulting $B$ is symmetric tridiagonal rather than bidiagonal, we can compute its eigendecomposition rather than its singular value decomposition. This cuts the storage required from $2 k^{2}+k$ to $k^{2}+k$, and also involves less computation.
(3) There exist fast algorithms for forming the product of $K^{\#}$ with an arbitrary vector. This arises from the relation of $K$ to a circulant matrix. Let

$$
K_{c}=\left[\begin{array}{lllllll}
a_{0} & & & & a_{n-1} & \cdots & a_{1} \\
a_{1} & a_{0} & & & & & \\
\vdots & \vdots & & \cdot & & & \\
\vdots & a_{n-2} & \cdots & a_{0} & & & a_{n-1} \\
& a_{n-1} & \cdots & a_{1} & a_{0} & & \\
& & \cdot & & & & \\
& & & & a_{n-1} & & \\
a_{n-1} & \cdots & a_{0}
\end{array}\right] .
$$

Then $K_{c}$ is a square circulant matrix of dimension $p \geqq 2 n-1$. The eigenvectors of any circulant matrix are the Fourier vectors, the columns of the $p \times p$ matrix $F$ defined
above. The eigenvalues are given by the components of the Fourier transform of its first column:

$$
F\left[\begin{array}{l}
\alpha_{0} \\
\vdots \\
a_{n-1} \\
0 \\
\vdots \\
0
\end{array}\right]=\left[\begin{array}{l}
\lambda_{1} \\
\cdot \\
\cdot \\
\cdot \\
\lambda_{p}
\end{array}\right]
$$

Thus, $K_{c}=F \Lambda F^{*}$ where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{p}\right)$. Note that to form the product of $K$ with an arbitrary vector $x$, we can form the product of $K_{c}$ with the vector $x$ padded by zeros, and take the first $n$ components of the result. To do this, the vector

$$
z=K_{c}\left[\begin{array}{l}
x \\
0
\end{array}\right]=F \Lambda F^{*}\left[\begin{array}{l}
x \\
0
\end{array}\right]
$$

is calculated in three steps:
(a) $\hat{x}=F^{*}\left[\begin{array}{l}x \\ 0\end{array}\right]$,
(b) $y_{i}=\lambda_{i} \hat{x}_{i}, i=1,2, \cdots, p$,
(c) $z=F y$.

Then $K x$ is given by the first $n$ components of $z$. Step (b) costs $p$ operations, while (a) and (c) are Fourier transforms of $p$-vectors and cost $O\left(p \log _{2} p\right)$, for example, if $p$ is chosen to be a power of 2 .
4. Numerical examples. Two sample problems were chosen in order to demonstrate the algorithms of § 2 . The experiments were run in single precision on a Univac 1108 computer. In each case the initial Lanczos vector $z_{1}$ was taken to be $g$. Machine storage limited the number of Lanczos vectors for the largest problem to be less than or equal to 40 , so $k=25$ and 40 were taken as representative values. The number of singular values to be dropped was guided by the uncertainty in the data, but further investigation would be needed to make the procedure automatic.

Example 1. The following integral equation has been studied, for example, in [18], [25]:

$$
\left.\begin{array}{l}
\int_{-6}^{6} k(s, t) f(t) d t=g(s), \\
k(s, t)= \begin{cases}1+\cos \frac{(t-s) \pi}{3}, & |t-s| \leqq 3, \\
0, & \text { otherwise }\end{cases} \\
k \mid \leqq 6
\end{array}\right\} \begin{aligned}
& g(s)= \begin{cases}(6-|s|)\left(1+\frac{1}{2} \cos \frac{s \pi}{3}\right)+\frac{9}{2 \pi} \sin \frac{|s| \pi}{3}, & |s| \leqq 6 \\
0, & \text { otherwise }\end{cases} \\
& \text { Solution: } f(s)=k(s, 0)
\end{aligned}
$$

The right-hand side $g$ and the solution $f$ are plotted in Fig. 1. The integral equation was discretized using the trapezoidal rule with steplength $12 /(n-1)$. This yields a


Fig. 1. Example 1, functions $f$ and $g$.
symmetric banded Toeplitz matrix if the first and last unknowns are replaced by their values divided by 2 ; see [18] for details. The discretization of $f$ does not satisfy the linear system exactly, but this discretization was taken as the "true" solution to the problem. The Lanczos algorithm with truncated singular value regularization was run with no reorthogonalization of the Lanczos vectors.

This problem is only mildly ill-conditioned. For $n=25$ the calculated condition number (the ratio of the largest and smallest nonzero singular values) was $O\left(10^{2}\right)$, and the maximum error after one singular value was dropped was less than $3 \times 10^{-3}$. For $n=49$, the estimated condition number based on $k=40$ Lanczos steps was also of this order. In this case, best results for the solution (giving maximum error less than $10^{-3}$ ) were obtained by dropping no singular values.

Figure 2 shows the results for $n=97$ with $k=25$ and 40 . The condition number for $k=40$ was $O\left(10^{3}\right)$. One singular value was dropped for $k=40$, none for $k=25$.

Example 2. This is a time series problem drawn from the field of acoustic emission. The kernel, plotted in Fig. 3, is the theoretical displacement response of a certain horizontal elastic plate [14] to a vertical step function force term applied at a point on one of the faces. The response is measured directly below the force, on the opposite face of the plate. The kernel was sampled at $n=512$ points, and convolved numerically with a discretization of the function shown in Fig. 7. The resulting function, truncated to eight bits, was used as g . Elements in $g$ ranged from 0 to 53, and the residual norm $\|K f-g\|_{\infty}$ was $10^{-1}$. Figure 4 shows the results of using forward substitution on the linear system $K f=g$ to solve the time series deconvolution problem. This demonstrates the need for regularization of the solution.


FIG. 2. Example 1, error in computed solution, $n=97$.


Fig. 3. Example 2, kernel function.


Fig. 4. Example 2, forward substitution solution.


Fig. 5. Example 2, error in computed solution, $\boldsymbol{k}=25$.


Fig. 6. Example 2, error in computed solution, $k=40$.


Fig. 7. Example 2, sample solution.

The results in Fig. 5 were obtained using $k=25$ steps of the Lanczos algorithm with and without complete reorthogonalization. Three singular values were dropped in the calculation with reorthogonalization, two without. The estimated condition numbers were $O\left(10^{4}\right)$.

Analogous results for $k=40$ are shown in Fig. 6, dropping 18 singular values when reorthogonalization is performed, and 2 without reorthogonalization. Figure 7 is a comparison of the true and computed solutions without reorthogonalization. By this stage, significant roundoff error has entered into the nonreorthogonalized process, as evidenced by the appearance of spurious copies of several singular values. See [5], [15] for an explanation of this phenomenon. This meant that fewer small singular values appeared, but despite the complete loss of orthogonality of the Lanczos vectors, a good solution vector could still be reconstructed.
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